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Abstract

It is well known that experimental measurements contain noise that corrupts the (usually deterministic)
real quantities to be measured. For this reason, many denoising algorithms have been proposed and
analyzed in the literature. In this paper we focus on the case in which, given a physical dynamical system,
its input/output variables are measured and these measurements are corrupted by a considerable amount
of Gaussian noise, whose means and variances are supposed to be unknown. In this case, the noise not
only corrupts each single piece of data but also the causal (input-output) relation between the data. The
aim of this work is to use a deterministic model of the physical system, that we suppose described by
linear differential equations, inside an iterative denoising algorithm, based on global optimization and
smoothing, that allows also to estimate the means and covariances of the noise. Some numerical results
will be shown.

1 Introduction

It is well known that experimental measurements usually contain noise that corrupts the (usually deterministic) real quantities to
be measured. Many denoising algorithms have been proposed and analyzed in the literature, and differ from each other for the
hypothesis on signal and noise properties and for the prior knowledge required about them [6]. Comparisons on these methods
have been carried out, for example in [26] for signal denoising and [28] for image denoising, and different kind of noisy data
and functions for the measure of denoising results have been considered. Some of the most important techniques are: moving
average filters, linear filters, nonlinear filters, Fourier decomposition, Wavelet decomposition, Total Variation Minimization,
Neural Networks (e.g. [8]).

Denoising methods are mainly studied for individual signals, isolated from the system from which they arise. When more
variables are measured from the same physical dynamical system, the noise not only corrupts each single quantity but also the
causal (input-output) relation between the data. Therefore, applying the methods previously mentioned separately to each
noisy signal is not sufficient to recover the correct input-output relations: this paper aims at introducing a new algorithm that
satisfies this requirement. In particular, we will consider the simultaneous denoising of input-output signals from a physical
dynamical system, that we suppose can be modeled by a discrete linear time-invariant (DLTI) system. Taking into account the
system relations we will obtain a linear denoising method that we therefore classify as "DLTI model-based denoising".

The availability of data with a precise input-output relation is of fundamental importance in real-life applications, e.g. when
quantities of interest derived from input/output variables (like the mechanical/electric power) are required, or in the resolution
of computational inverse problems. In such a context the use of a mathematical model of the system allows to recover unknown
(and not measurable) quantities, for example model parameters and boundary conditions for distributed parameters systems [9],
[29]. In particular, good input-output algebraic relations in the data are required to estimate continuous system parameters from
discrete measures [2], [30].

The term Model-Based in the image and signal processing literature, is often used to refer not only to physical models, but
also to (abstract) mathematical model structures. This is the case of Candy, who develops in [6] a general model-based approach
to signal processing for different kinds of problems, using not only physical-based models but also "black-box" ones.

In this work we focus on model-based denoising where models arise from the physical equations that describe the system.
Studies in this direction are, for example [40], where a "Physically Consistent Denoising" is described and an algorithm for the
denoising and "missing data recovery" of 2D physically plausible vector fields is introduced, and [34], where a Model-Based
Image Reconstruction that satisfies the physical Cahn-Hilliard equation is presented.

In this paper, we will consider signals corrupted by additive noise, also called in literature "Error-in-variables (EIV) framework"
[13]. The studies in [10] and [31], [32], where the "noisy I/O problem" is introduced, are the nearest to the approach of this
work. In this setting, the matrices of a DLTI system are supposed known, and the aim is the denoising of input-output data. The
method is based on the a-priori knowledge of mean and covariances of the noise signals added to the inputs and the outputs.
Unlike this approach, we are interested in the more general case in which these quantities are unknown, as it happens in many
applications [13].

In the literature, a more general topic has also been investigated, in the case of additive noise with known properties:
the denoising of input-output data and simultaneous identification of the DLTI system that links them. This problem shows a
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certain affinity with the Total Least Squares (TLS) problem, see e.g. [37], [36], [39]. Moreover, the problem of denoising of the
input-output data used for the identification of the model that relates them, has been studied with optimization methods, more
precisely the minimization of the nuclear-norm of a matrix generated by data and model predictions, see e.g. [25].

The approach presented in this paper differs from the ones in the literature because it assumes a DLTI physical model to be
available and aims at denoising the input-output signals, of which only noisy measurements are available with unknown values
of means and variances, i.e. we generalize the problem of [31] and [32] in the case in which the statistical properties of the input
and output noises are unknown. This comes at the price of a bigger computational effort that makes its applicability to real-time
not straightforward, since we use global optimization and smoothing.

It is worth noticing that this generalization is important in applications; for example, when these properties are constant
but good estimates of them are not available, or when the sensors (or estimators) generate noises with non constant properties,
which variability cannot be described a-priori by a model.

We will show that in these cases the approach of [31] is not optimal and we will see in more details which are the additional
conditions required when the estimates of noise means and covariances are unknown. In this work we propose a method based
on the resolution of a linear system generated by the model equations (that we want to be satisfied precisely), and four other
parameterized regularization terms (that are not required to be satisfied exactly). Hence, the problem is reduced to the choice of
the regularization parameters of a multi-parametric linear system. With this approach, several methods have been presented in
the literature and are divided in two categories: methods that use the noise variance value and, viceversa, heuristic methods also
called noise level free rules. If the noise covariance is known (at least approximatively), the parameters can be determined with
the discrepancy principle, and in the multi-parameter case with its generalization, introducing the discrepancy hypersurface ([12],
[27]). The optimal parameters are found on that hypersurface through the optimization of a function of the parameters, for
example the norm of the solution can be maximized [12] or the quasi-optimality criterion (introduced in [38]) can be considered
[11].

On the other side, heuristic methods possess bad convergence properties. In fact, they don’t converge in the "worst case
scenario", i.e. it is not true that the regularized solution converges to the true one for every noise realization with noise level that
tends to zero. Although this result, called Bakushinskii veto [1], convergence results have been demonstrated under appropriate
conditions, that are usually satisfied in real situations (see [23] and references therein). Among heuristic methods for multi-
parameter regularization, we can find the generalizations of the L-curve [3], of the Generalized Cross Validation (GCV) [5], a
balancing principle [19] and parameter learning for denoising [24], [18].

Since we suppose the noise means and variances to be unknown, we rely upon an additional criterion based on other statistical
properties of the noise. More precisely, we will use the Normalized Cumulative Periodogram (NCP), also known as Bartlett test,
to measure the whiteness of the estimated noises, a well known method for the one-parameter regularization choice ([15], [16]).

The organization of the paper is as follows. In section 2 we will define the problem and the proposed approach to solve it; in
Section 3 some general issues are discussed. In Section 4 an algorithm for the selection of parameters will be introduced and in
Section 5 some numerical results will be shown. Concluding remarks and possible future work are provided in Section 6.

2 DLTI Model-Based denoising

Consider a linear dynamical system with deterministic and measurable input and output, described by a discrete linear time-
invariant (DLTI) system [20] in state-space form:
x(k+1) =Ax(k)+Bu(k)
y(k) = C x(k) + Du(k).
where x(k) € R™*1, u(k) € R=*1, y(k) € R»*!, and A, B, C,D are the system matrices, A € R™*™ B € R™*% C € RW*™x,
D e R ™M,
The following definitions will be useful

w:=[u"(0) - uT(N-1)]F € RNmx1

perk=0,...,N—1, (D]

y =00y W-1D]"  er"™* @)
X = [XT(O)---XT(N)]T e RV+Dnex1
and the superscript notation will be used to denote the components of the signals, i.e. for example u(k) = [ul(k),...,u™(k)]*

and u' = [u!(0)---u!(N —1)]".
In this work we will consider the common choice of D = O, xn, and a more restrictive, but often acceptable, condition that
the matrix C be invertible so that the system reduces to
y(k+1)=CAC™! y(k) + CBu(k), k=o0,...,N—2. 3)

We suppose to know only noisy measurements of input and output signals u,, y, (defined in the same way as (2)), corrupted
with white noise

{ue(k) =u(k) +e,(k) @
Ye(k) =y(k) +e,(k)
where the error vectors relative to each component of input and output signals e,:, e,: are white noise vectors that satisfy
Efe,}=0 Efe,i} =0
u fori=1,...,n,, Y fori=1,...,n,. 5
{E{eui )0 1 or i n, {E{eyl e;.} _ nyil or i n, 5
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In the following we will consider also a more general hypothesis in which e, and e, are biased noises with mean values
different from zero, i.e. we will consider Gaussian noises with biases i # 0, Ui # 0, Vi:

{]E{eui} = Meyi

Efegel} =021

]E{eyi} = Ueyi

]E{eyie;.} = ofyil

fori=1,...,n,, { fori=1,...,n,. 6)

We observe that the noisy measurements u,, y, do not satisfy the model constraints. Hence, any other quantity calculated
from them will be corrupted, even nonlinearly, by input/output noise. This fact motivates the need of an additional requirement
for the denoising algorithm: it must be model-based, i.e. the denoised data must satisfy the deterministic model.

Our approach for the model-based denoising problem is the following: we impose the model constraints, together with other
additional conditions on input-output data, as described in the following subsections.

2.1 Problem formulation
2.1.1 Model-based constraining

We define the fundamental constraint of model-based denoising in the following problem, that by itself is ill-posed and has
infinitely many solutions, as will be shown later:

Problem 1 ("model-based constraining"). Given the vectors y,(k),u,(k) with k =0,1,...,N — 1, measures of signals with white
(5) or Gaussian (6), additive noise (4), determine vectors y(k), @i(k) that satisfy the model (3).

Following [32], we can impose model equations (3) writing them in matrix form

5 o

where the matrices A€ RNV N1y and B € RV *Nmu are the following

CAC™'  —I,, 0 . 0 CB .. 0
} 0 ACTH —I, ... 0 ) 0 CB ... 0
A= , . B=
0 e 0 CAC' -I 0 ... 0 CB

ny

We write the system with respect to noise variables, recalling (4), and substituting u with u, —e, and y with y, —e,, so that we
obtain the system:

[A B][eY] =d )

where

Calling
G= [A B] e R(N*l)ﬂny(ﬂy‘Fﬂu) and z= [Zy] c RN(ny+nu)x1

u

we obtain the linear system
Gz=d.

Since this system is underdetermined, and infinitely many solutions 2 exist, we can consider the least-squares solution
2, = argmin ||z||§ = GT(GGT)'d
z
st. Gz=d

that is the minimum norm solution. It is worth noticing that, if the variances of the noise signals e, and e, are unitary and
their covariance as well as the means y,,i, 4., Vi are zero, then z; is the solution of the problem given by equation (5) of
[32] (reported in Section 2.3, Problem 2), therein demonstrated to be optimal. We will deal with the case of unknown and not
necessarily unitary variances and not necessarily zero means.

2.1.2 White noise and bias separation

Since we are interested not only in the case of white noise (5), but also Gaussian one (6), we reformulate the problem separating
the noisy signals in the sum of a zero mean signal (that we will call , ,(k)) and its mean (¢, ,):

&,(k)=2,(k)+¢,,
6,(k) = &,(k) +¢,.

Because of this separation we must add to the system the zero mean conditions on the vectors &, and é,: for every i :

=z

N—1 -1
Zéui(k):(), fori=1,...,n,, &,i(k)=0, fori=1,...,n
k=0 0

v

=
Il
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We call the new unknown vector
£=[8,8,,¢,¢€]"
and consider the new system with respect to the new variables and call it with the same notation
GZ=d ®

where now G € RV +u)xWN+D(ny+1) and d € RWry +u)x1

2.2 Regularization

The considered system (8) is underdetermined, and the minimum norm solution is not able to determine a sufficiently good
denoising, as we will see in Section 2.3. In fact, the optimal solution is the weighted least squares solution with weights that
depends on the covariance values, as explained in [32] and recalled in Section 2.3. Therefore, since we are assuming unknown
values of variances, and bad estimates of these values can produce bad denoised signals, the minimum norm solution (obtained
assuming unitary variances) is not optimal.

For these reasons, we must consider additional conditions that regularize the problem, in order to obtain a good, unique
denoised solution. Since there are no other known conditions to be minimized exactly, we must add adequately weighted
regularization terms.

2.2.1 Single Signal Denoising

One of the main signal denoising methods is based on the Tikhonov regularization ([16], [21], [4]): given a signal u, € RV*!
corrupted with white noise, the denoised signal 71 € R¥*! is given by

@ = min [ju—w,[|3 + [ A Lull; ©

for a certain value of the regularization parameter A, with L a regularization matrix that represent the discrete approximation
of a derivative operator. In the case of the second derivative, the matrix L is

1 -2 1

L= .. .. .. GR(N—Z)XN

and the obtained method is called Hodrick-Prescott filter [17] in economics and statistics, and is used for trend estimation of time
series.

This technique is used for many applications, e.g. for the denoising of ECG signals [35]. In that work in particular, it is shown
how the parameter A is linked with the value of the variance of the noise signal: if its value is known it is possible to determine
the optimal parameter A with eq. (30) of that paper.

As pointed out in [22], the solution of problem (9) is smooth with respect to the regularization parameter A that varies in the
interval [0, 00):

o for A that tends to zero, the solution tends to the measured signal u,,

e for A that tends to infinity, the solution converges to the affine subspace that best approximate the time series ("ba"= best
affine):
u?(t) = a® + Bbat.

Now we generalize the problem above to multiple signals with u € RN"*! defined as in Section 2:
w:=[u’0) - -u"(N-1)]" eRVNw*,

In this case the matrix L becomes

I, —2I,, I,
I, —2 I, I,
L= eR(N*Z)nuanu
L, —2I, I,
L, —2I, I,
and we must consider n, parameters A,;,..., A, ,one for each input variable, so that the minimization problem (9) becomes
f = min [lu—u, I3 +[|A L ull? (10)
with the matrix A € RWV-2m*N=2m a5 follows
diag(Ay1,..5 A, ) ... 0
A=Iy_,®diag(A,,..., A, )=
0 o diag(Aygs s Ay, )
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where ® is the Kronecker product.
We note also that, setting é, = u, — I, problem (10) is equivalent to the following problem

¢, = min [le, [} + 1A L (u, —e,)II3- an

2.2.2 DLTI Model-Based Denoising

In this subsection we apply the regularization just considered to the underdetermined model-based denoising problem (8).
Differently from the previous case, we must add two regularization terms for each input and output signal, and we obtain:

min (G2 — dIIf + IAZ"&, 12 + 1AL, 12 + 1ALy, (u, = &)1 + AL L, (e —£,)I13) (12)
where the matrices Ajgggﬁrw have the form of diagonal matrices, as described in the multiple signal case of previous section,
more precisely

min Nn,xNny, min Nny xNny
A "ER , AT ER ,

= R(N—Z)nux(N—Z)nu AUV R(N—Z)nyx(N—Z)ny
eu 2 ey 2

and where L, € R®V"2mNm and L, € RW=2nyxNny are rectangular matrices generated by the discretization of the second

derivative operator, as defined previously.

We call G,,, the matrix of the least-squares regularized problem (12)

G c ]R(N("y +1,)+N (ny+ny ) +HN=2)(ny +1y ))x (N+1)(ny +ny,)

reg
Greg e R(SN*Z)(H),+nu)><(N+l)(ny+nu)

and 2* = [¢e*,&*, e*, e*] its solution.
w Ty tuw Yy

Note that in the case of single input-single output (SISO), i.e. the scalar case withn, =n, =1,A=a€R,B=b€R, we
obtain
min (1162 —dl} + A7, 13 + A58, I3 + 145" Ln, (ue — 813 + 1A Lo, (e —&)I13 ) (13)

Analogously to the single signal denoising case, we can highlight the following cases:

eul ’

is not satisfied since the denoised signals u;, , y;,, coincide with the measured signals but for additive constants

e for A™min k;”yl}" — 00 Vi, j the vectors € and €} of the solution £* of the problem will be trivially zero. In this case the model

* _ = _ 5k * _ ot — _ 5%
uden =, eu U, eu) yden Ye ey Ye €y.

o for A", AZ;ZV — 00 Vi, j the solution Z* of the problem is such that the denoised signals are

ut = aba +ﬂbaf, y;en — aba +ﬁbat

den

i.e. are the best affine approximations of the time series. Hence the noise signals estimates tend to
* g * ok
€ = Ue —Ugeps ey =Ye ™ Ven

In this case, likewise the previous one, the model constraints are not satisfied.

e for A" =0, AZ;;V = 0 Vi, j and parameters AZ;Z sufficiently small so that the model constraints are accurately

l’eyi>
satisfied, the problem is equivalent to the problem in [31],[32] in the case in which the covariance of the input and output

noise is zero: the parameters AZ‘;Z ey> have the same role of the variances of the two noise signals.

o for A:si” =0, ?LZ‘";‘ =0Vi,jand AZY eyi> sufficiently small so that the model constraints are accurately satisfied, we obtain

a regularized problem that doesn’t have conditions on the norm of the solution that could explode.

Although each single regularization term makes the problem determined-overdetermined, they are not sufficient to generate
an acceptable solution. Therefore, it is necessary to find the right trade-off of the parameters and consider a method for this
multi-parameter choice problem.

The parameters cannot be determined by the minimization of the residual of problem (12), because that condition gives bad
parameters of the kind listed above. This happens because the real solution is not the one that gives the minimum of the objective
function in (12). For this reason we consider the Normalized Cumulative Periodogram ([15], [16]), also known as Bartlett test, as
the quantity to be minimized. We use this method to test the whiteness of the vectors € and €, ie. the distance of these vectors
from white noises, as are supposed to be in this work. None of the degenerate cases listed above gives a good value of whiteness
of the solution, hence this method is able to keep the solution away from those critical situations and find acceptable solutions.

In this paper we propose an iterative algorithm that minimizes the residual and the whiteness of the solution of (12),
with iterative optimizations on single parameters Azzzi";;“i;v>. We will call this algorithm "Whiteness and Minimum-Curvature

Model-Based Denoising" (WMC-MBD) and we will describe it in detail in Section 4.
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2.3 Comparison with previous works

In [31] and [32] a deterministic DLTI system in state-space form is considered (analogous to (1)) with noisy inputs and outputs,
and is referred to as "noisy I/O model". The problem of estimating the state and the denoised input and output signals is then
addressed, in the online and offline cases, defined respectively filtering and smoothing problems. In our case we are interested in
the second of these problems that we quote here:
Problem 2 ("Optimal noisy I/O smoothing problem"). Call i, ¥ measurement errors random, centered, normal, uncorrelated and
white, with known covariance matrices

cov(il) =: Vy(t), cov(F)=:V;(t)

and suppose that the initial condition x, = £(0) is known. Then, given the matrices A, B, C, D, the optimal noisy I/O smoothing
problem is defined as

min
0,3,%

2
V. —1/2 A

2 14)

s.t. x(t+1)=Ax(t)+Bu(t)

for t=0,1,...,t;—1.
() =Ccx(0)+Da(t) f

The optimal smoothed state estimate %(-, t;) is the solution of (14).

In the notation of this paper t; = N. The estimate %(-, t;) is the optimal smoothed state estimate with a time horizon
ts, i.e. with the input and output signals supposed known in all the time instants. Hence, in this case, the resolution of the
underdetermined system given by the model equations is found imposing the minimum of a weighted norm of the solution.

We observe here that our formulation have the model-constraining equations in common with the more general one considered
in [32]. On the other hand we are assuming a particular case of the problem with C invertible and D = 0 and we are not
interested in the state estimation. Moreover, in the approach of [32] the regularization terms considered are the norms of the
noises, weighted with the covariance matrices known values. In this work, we don’t suppose variance values to be known and we
add regularization terms based on the curvature of these signals (second derivative).

3 General issues

3.1 Uncertainty of the noise bias values

Equations of system (8) only determines the ratio of the biases ¢,,€,, but not their independent values. In particular, every couple
(€4, poer» €uyyrree ) SUCh that
of fset of fset

€Yof fset —M, Cunfser — 0 (15)

satisfies the model equations (7), where M, is the static gain of the model (steady-state value of the unit step response):
M, =(I —A)™' B (where we recall that we are considering the case C =1I and D = 0).

Moreover, none of the regularization terms introduced in paragraph 2.2.2 gives any additional information to resolve this
uncertainty, that remains in the regularized problem (12). This situation can be dangerous since the bias estimates calculated can
explode, especially when the conditioning number of the regularized matrix G,., obtained from (12) is big.

For this reason, we introduce an additional constraint equation, that weights the proximity of the bias e, to an a-priori
estimate of it, obtained with the truncated SVD method applied to the regularized matrix G,.,.

In fact, the bias of the noise e, can be estimated as follows. Solving the regularized system with zero A?eruvep values and
relatively big AZ;Z,ey> values, truncating at the first singular value, i.e. considering only the first principal component, the solution
é,, ¢, is almost constant (i.e. ,,¢&, are almost zero).

3.2 Singular values and ill-conditioning
If we consider small regularization parameters, A%“"* _ and A™" the singular values of the regularized matrix G,, have

<eu,ey> <eu,ey>’
a constant trend for different kind of noise signals. Ag shown in Fiygure 1, this trend is characterized by some singular values
of bigger amplitude, relative to the model-constraining, a gap, a group of smaller singular values, another gap, and a group of
nearly zero singular values; this last group is the responsible for the uncertainty on the bias estimation of Section 3.1.

The condition number of the matrix with small values of the regularization parameters is high and for this reason the matrix
is numerically singular, in double precision. Since regularization parameters are chosen a-posteriori, with a criterion based on the
whiteness of the estimated noise vector, it is necessary to solve the least-squares problem derived from (12) with a regularization
approach to remain in the dynamic range of double precision, in particular we choose the Truncated SVD (TSVD).

4 The "Whiteness and Minimum Curvature Model-Based Denoising" (WMC-MBD) algorithm

We propose here a denoising algorithm based on the considerations in Section 3.
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Figure 1: Singular values of the regularized matrix G, for different values of the regularization parameters: increasing AT (left) we see,
going from the solid to the dashed line, a Tikhonov effect on singular values, while increasing A°“"” (right) we notice that the condition number
remains the same.

4.1 TIterative Algorithm

We consider an algorithm in which we iterate single-parameter optimizations to maximize the whiteness of the estimated noise
signals. Given an estimated noise signal e, we minimize its deviation from white noise using the following measure of whiteness
loss:

Definition 1 (Whiteness Loss). Given an estimated noise signal e € RY, we call Whiteness Loss of e
w, = [l =NCP(e)ll, (16)

where [ € RY is the vector of equispaced values from 0 to 1 and NCP(e) is the Normalized Cumulative Periodogram of the signal

e, defined (see [16]) as the vector

— (Pe)z + (pe)3 +-oet (pe)i+l
(Pe)z + (pe)3 +ot (pe)q+l

NCP(e); : fori=1,...,q=|N/2]

where

IR CANA AN N AN SR
is the power spectrum density and f, = df t(e) = [(£.)1, (f.)a, .-, (fo)y 1" € CV is the discrete Fourier transform of e.
Definition 2 (Curvature). Given a signal u € RN*!, we call curvature of u the signal

Lu eRN24

where

L= .. .. .. c H@ﬁIV——Z)XIV.

In the iterative algorithm we will use definition (16) as a distance measure of the estimated noise signals from white noise.
Hence, we will consider the functions
{weui = |l =NCP(eu)|,
Weyi = IL=NCP(ey)ll,
where eu, ey are obtained from solving problem (12) for certain values of the parameters. The algorithm aims at finding such

parameters A:Zf’;;fi’” that produce estimated noise signals with a minimum value of the whiteness loss.
We can now introduce the "Whiteness and Minimum Curvature Model-Based Denoising" algorithm:

Algorithm 1. "Whiteness and Minimum Curvature Model-Based Denoising" (WMC-MBD)

1: A-priori estimate of the input noise bias ¢, as described in subsection 3.1

curv

EPRT] . . . i ieyl P . .
2: Initialization of the current regularization parameters AT, eyis? T<eueyi> = A;f‘n‘—ep and initial guess of their optimal
’ <eul,eyi>
values r* ,, A™n* p* AMn* g the initial mid-range value 1077

eu eu! ey ey

3: fork=1,...,K, qyirer dO

4: fori=1,...,n,do

5: 1) 7, = argmin w,,;

r
eul

6: end for
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7: fori=1,...,n,do
8: 1) A7 = argmin w,,
jmin
eu'
9: end for
10: fori=1,...,n, do
11: 1) 7, = argmin w,:
reyi
12: end for
13: fori=1,...,n, do
14: 1) A;"yli” = argmin w,i
Amin
Eyl
15: end for
16: Curvature check: if the curvature of both I/O denoised signals is less than the previous iteration, update the optimal
values r* ,, A" p* AMN* 1o their current values
eu! eu! ey ey
17: end for
end

where w,, and w,, are respectively the functions that calculate the whiteness loss values (equation (16)) of the estimated
signals e, and e, obatined from solving (12) with the current parameters A:Zl‘f’;ﬁrw. The variables r,, and r,, are respectively
the ratios between the parameters of each signal of input and output

curv cury
_ A’eu AE}’

T, T,

eu — W’ ey — W
eu ey
We consider adaptive grids to perform each global minimization in Algorithm 1. This is because the whiteness loss function is
not a convex function of the parameters, hence an optimization algorithm (such as scipy.optimize.minimize of the Scipy
library for Python) can easily stop on local minima.
We consider grids obtained in the following way: at each iteration we calculate the grid by multiplying the actual value of the
considered parameter to the following vector

1 1 1 1 1 1

10"”1’*[1,—,—,—,...,—,, ST e,
217227 23 2] 2j+1 imax+1

where k,,, = (Kiyaxicer +1— k) for each iteration k, K;qyic., is the maximum number of iterations, and j,,, = log,(10kexp=(hexp))
so that this vector span values from 10% to 107%xr. Moreover, such grids are restricted so that the values considered are only the
ones for which the parameters belong to the interval [107*>, 1072]: on one hand the value of the parameters must be sufficiently
bigger than machine precision, on the other hand a value of the parameters too big would compromise the model constraints.

After each group of four kinds of minimizations, the optimal parameters are conditionally updated, so that the tuple that
generates a solution of minimum curvature among the ones obtained during the iteration is kept as the final solution. This is
done because among the tuples that minimize the whiteness function, we are interested in the smoothest one, and it allows us to
exclude over-whitened solutions which curvature can be high.

As already introduced, the assumption of unknown value of the norm of the noise implies that the proposed method belongs
to the heuristic class. Moreover as we observed, the true signals do not satisfy the minimum of the regularization terms of
equation (12). Therefore Algorithm 1 can reach satisfying denoised signals but not, in general, the original ones.

At each grid point of the optimization the following computations are performed: an SVD of matrix G,,,, the TSVD solution
of the system and one FFT for the calculation of the whiteness loss, with a total computational cost

O(min(n,,, m?, ,n’ ¢ Mreg)) + O(N log(N)

reg’ " re,

where we call n,,,, m,, the dimensions of matrix G,.,.

In the end, we observe that, in this work, both biases and variances of the noise signals are supposed to be unknown. However,
in case these quantities are available, the algorithm can take advantage of that. In fact, if one of the biases of the noises is known,
there’s no need to calculate the a-priori estimate of the input bias. Moreover, if one of the variance values is available, it is
possible to determine the ratio between the parameters 1, ..~ = A%, _/ Amin  asin [35] and skip the calculation of these

. . <eu,ey> <eu,ey>
parameters in Algorithm 1.

5 Numerical experiments

In this section we will see the numerical comparison between the denoising carried out with the "modified Kalman filter" of [32]
and the WMC-MBD (1). We will show the effectiveness of Algorithm 1 through a Monte Carlo simulation, likewise [10].

5.1 Results and numerical comparisons of algorithms

We will show in the first two paragraphs the results for two particular examples, with sinusoidal and piecewise constant input,
and after these we will show the results obtained for a bigger group of tests. For ease of presentation, to test the proposed method
we reduce to the single input-single output (SISO) case, hence n, =n, =1,A=a€R,B=b€R.
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5.1.1 Example 1: sinusoidal input

In this example we consider a sinusoidal input u(t) = Asin(3 t) with amplitude A, = 10, sampled with sampling time dt =
0.1 in the interval [0, 10]. The additive Gaussian noises of this example have the following statistical properties: standard
deviations o, = 5, o, = 10, and means u,, = 0, u,, = 1, and are generated with a Python function from the Numpy library:
numpy . random.normal (bias, std, size=N). In Figure 2 we can see the noisy Input and Output signals and the signal
obtained as their product, that is an example of a quantity of interest derived from the system I/O signals. In these graphs the

sinusoidal trends are altered and difficult to recognize.

Product signal u*y

Input signal u Output signal y .
15 ---- ue @ 1 ‘-‘, . i -=-- ye 00 ---- uetye
10 .:I‘. :’?E 5 "’ﬂ ‘M Iy :': i =.' i 200
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: I TR VAR °
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Figure 2: Example 1: Noisy Input, Output and Product signals.
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(c) Product signals comparison

Figure 3: Comparison of the Input, Output and product signals for Example 1 respectively in figures 3a, 3b and 3c: in the left figures the noisy
signal (dashed line), and the comparison of the true signal with the denoised signal from Algorithm 1 (WMC-MBD), in which the statistical
properties of the noise are supposed unknown; in the right figures the noisy signal (dashed line), and the comparison of the true signal with the
denoised signal with the "modified Kalman filter" of [32], in the case in which correct variances values are used, but biases are assumed zero

(since it is an assumption of the method).
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In Figures 3a, 3b and 3c we show the noisy and denoised input, output and product signals respectively, as follows:

o in the left figures the noisy signal (dashed line), and the comparison of the true signal with the denoised signal from
Algorithm 1 (WMC-MBD), in which the statistical properties of the noise are supposed unknown. For this test 8 iterations
of the proposed algorithm are used;

e in the right figures the noisy signal (dashed line), and the comparison of the true signal with the denoised signal with the
"modified Kalman filter" of [32], in the case in which correct variances values are used, but biases are assumed zero (since
it is an assumption of the method).

5.1.2 Example 2: piecewise constant input

In our second example we consider a piecewise constant input, with additive Gaussian noises with the same properties as the
previous example. In Figure 4 we can see the noisy Input, Output and product signals, in which the discontinuous trend is altered
and difficult to recognize. Analogously to the previous case we show in Figure 5a, 5b and 5Sc respectively the results for the input,
output and product signals. As in the previous example, eight iterations of the proposed algorithm are used K,,;;;.r = 8.

We considered this example since for these kind of signals other type of norms and regularizations are usually preferred, for
example Total Variation ([14], [33], [41], [7]). However the obtained results show that this method is able to perform a useful

denoising also in this critical situation.

Input signal u Output signal y o Product signal u*y

e proA s -- uetye
]

1000
800
600
400

200

Figure 4: Example 2: Noisy Input, Output and Product signals.

5.1.3 Numerical results of the comparisons

In this paragraph we show the results of the Algorithm 1 on a total of 100 tests for different kinds of input signals and different
values of variances and biases of I/O signals.

We consider 4 different kinds of input signals: a sinusoid, a piecewise constant signal (as in the two previous examples) and
other two kinds of sum of two sinusoids with different amplitude and frequency values.

The couple of standard deviation values (square root of the variances) considered are the following

(Oews 0y ) =1[(5,10),(5,12),(2.5,15),(2.5,7),(1.5,10)].
For each of these, the following couples of biases have been tested:

(:u‘ew Au‘ey) = [(0: 0): (0’ 1)’ (1’ 0)1 (1: _1): (_27 3)]

Hence 25 kinds of input-output noises have been tested for each of the 4 input signals.

In Tables 1, 2, 3 and 4, the values of mean and standard deviation of the relative errors for input and output signals are
shown, for each type of input:

e = Ju—ull e = ly =X
‘ llull 7 Iyl

Relative errors are shown in order for noisy measurements ("Noisy"), for I/O signals obtained with the "modified Kalman
filter" of [32], in the case in which the variances are supposed known ("KAL exact vars") and unknown with hypothetic unitary
values ("KAL vars=1"), and for I/O signals denoised with Algorithm 1 ("WMC-MBD"). As in the previous examples, 8 iterations of
the proposed algorithm are used.

data re, mean | re,std || re, mean | re, std
Noisy 0.493 0.194 0.515 0.126

KAL (exact vars) 0.484 0.157 0.216 0.059
KAL (vars=1) 0.743 0.166 0.293 0.073
WMC-MBD 0.231 0.109 0.197 0.07

Table 1: Sinusoid Input Comparisons of relative errors re

Table 5 contains the results for all the tests in which the noise biases are zero, for all the four kinds of inputs. From these
results, it is possible to compare the denoising obtained with the "modified Kalman filter" with known and unknown variances
values. In this second case we suppose hypothetic unitary values, and the results show that the denoising errors in this case are
higher.
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Figure 5: Comparison of the Input, Output and product signals for Example 2 respectively in figures 5a, 5b and 5c: in the left figures the noisy
signal (dashed line), and the comparison of the true signal with the denoised signal from Algorithm 1 (WMC-MBD), in which the statistical
properties of the noise are supposed unknown; in the right figures the noisy signal (dashed line), and the comparison of the true signal with the
denoised signal with the "modified Kalman filter" of [32], in the case in which correct variances values are used, but biases are assumed zero
(since it is an assumption of the method).

Table 2: Su

data re, mean | re,std || re, mean | re, std
Noisy 0.462 0.189 0.338 0.09

KAL (exact vars) 0.432 0.157 0.141 0.036
KAL (vars=1) 0.671 0.166 0.189 0.05
WMC-MBD 0.286 0.104 0.139 0.045

m of sinusoids (u = (A4, /2)sin(6t) +

Aysin(t)) I

nput Comparis

ons of relative errors re

data re, mean | re,std || re, mean | re, std
Noisy 0.442 0.168 0.532 0.139

KAL (exact vars) 0.433 0.14 0.229 0.063
KAL (vars=1) 0.66 0.15 0.309 0.079
WMC-MBD 0.308 0.104 0.242 0.085

Table 3: Sum of sinusoids (u = A, sin(6t)+ (A,/2)sin(t)) Input Comparisons of relative errors re
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data re, mean | re,std | re, mean | re, std
Noisy 0.525 0.196 0.349 0.086

KAL (exact vars) 0.508 0.17 0.151 0.039
KAL (vars=1) 0.791 0.187 0.201 0.048
WMC-MBD 0.246 0.104 0.132 0.053

Table 4: Discontinuous Input Comparisons of relative errors re

data (U.eyey> =0) || e, mean | re, std || re, mean | re, std
Noisy 0.454 0.198 0.424 0.143

KAL (exact vars) 0.462 0.168 0.182 0.064
KAL (vars=1) 0.71 0.193 0.242 0.084
WMC-MBD 0.255 0.098 0.169 0.076

Table 5: Comparisons of relative errors re for the tests with zero bias noises (¢, = 0, u., = 0) for all the different kind of signals

6 Conclusions

In this article we have presented a new algorithm, called "Whiteness Minimum-Curvature Model-Based Denoising" (WMC-MBD),
for the denoising of data affected by white Gaussian noise whose statistical description, in terms of mean and variance, is not
known. The algorithm produces denoised data that satisfies the input/output relations of the model used to describe the physical
system.

The algorithm has been tested with success on various kind of signals: sinusoids, sums of sinusoids at distant frequencies and
discontinuous signals as well.

Natural extensions of this work could be to consider different norms used for the regularization. For example, the norms used
to regularize u and y could be different: u may be discontinuous, therefore the Total Variation could attain better results than the
2-norm, while y may be substantially smoother, being the system’s output. Moreover, in the case of discontinuous signals it could
be more useful to consider norms £, with 0 < p < 1 and, therefore, methods that approximate such norms, like the Iterative
Reweighting Least Squares or the Robust Least Squares.
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