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Abstract

When studying the iterates of certain positive linear operators, systems of linear equations are naturally involved. The last step in investigating the limit of such iterates is represented by a special kind of system of equations. Problems of this type involving several classical operators are studied in the literature. In this paper, we investigate the iterates of new positive linear operators and the corresponding systems of equations. To solve the system we use an iterative algorithm. The approximate solution is used in order to approximate the limit of the iterates of operators.

1 Introduction

The EMML algorithm (see [4], [20]) was pioneered by L.A. Shepp and Y. Vardi in 1982 and independently by K. Lange and R. Carson in 1984, using the Expectation-Maximization (EM) algorithm in order to compute Maximum Likelihood (ML) estimates for the problem of tomography reconstruction (see [14]). The same algorithm was obtained by W.H. Richardson in 1972 and independently by L.B. Lucy in 1974, in the setting of restoration of astronomical images (see [14]).

EMML can be considered as a numerical procedure for calculating maximum likelihood estimates, or alternatively as an iterative procedure for solving a class of linear systems of equations (see [20], [14], [3], [5], [6], [19]). The Image Space Reconstruction Algorithm (ISRA) was introduced by M. E. Daube-Witherspoon and G. Muehllehner in 1986, in the context of the Positron Emission Tomography problem. It serves to obtain Least-Squares estimates of the emission densities (see [14]). Alternatively, ISRA can be viewed as a procedure for solving linear systems (see [20], [14], [3], [5], [6], [19]).

In [4] the authors introduced an algorithm $A(p)$, depending on a real parameter $p$, such that:

(a) $A(1)$ coincides with EMML, and $A(-1)$ with a version of ISRA;

(b) $A(p)$ minimizes a suitable generalized Kullback-Leibler distance and solves a specific problem of convex optimization involving generalized log-likelihood functions and least-squares functions;

(c) $A(p)$ solves iteratively linear systems from a certain class and assigns generalized solutions to inconsistent systems.

Practical applications of $A(p)$ involving the Bernstein-Bézier representation of polynomials, B-spline interpolation, inverse problem for Markov chains and the problem of finding the stationary distribution of a Markov chain are presented in [4]. In this paper we present new applications of the algorithm $A(p)$, involving the iterates of certain Markov operators, i.e., positive linear operators which preserve the constant functions. Such iterates and their limits are studied in Ergodic Theory as well as in Approximation Theory. In many cases, the problem of finding the limit is reduced to solving a linear system of equations, see, e.g., [2], [9], [10] and the references therein. We will show that in such situations the algorithm $A(p)$ can be successfully applied.

The algorithm $A(p)$ is recalled in Section 2. In Section 3 we consider a family of Stancu operators, see [7], [8], and investigate the limit of the iterates of such an operator. Section 4 is devoted to a modification of the sequence of Bernstein operators $B_n$ on $C[0,1]$, introduced by Schnabl [17] in order to investigate the global saturation of the sequence $(B_n)$. We show that they can be obtained as a particular case of Stancu operators, and so the results from Section 3 can be applied. In Section 5 we present numerical examples. Section 6 is concerned with conclusions and further work.

Let $I_n$ be the space of polynomial functions of degree at most $n$. By $e_i(t)$ we denote the monomial of degree $i$.

2 The $A(p)$ algorithm

Consider the integers $m \geq 1$, $n \geq 1$, the matrix $A = (a_{ij})_{i=1,\ldots,m; j=1,\ldots,n}$ with $a_{ij} \geq 0$, $\sum_{i=1}^{m} a_{ij} > 0$, $\sum_{j=1}^{n} a_{ij} > 0$, $i = 1, \ldots, n$, $j = 1, \ldots, m$ and the vector $b = (b_1, \ldots, b_m)'$ with $b_i > 0$, $i = 1, \ldots, n$.

We will study the system of linear equations

$$Ax = b,$$  \hfill (1)

where $x = (x_1, \ldots, x_n)' \in \mathbb{R}^n$.
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Denote $K_m := \{ x \in \mathbb{R}^m : x_j > 0, j = 1, \ldots, m \}$. To solve the system (1) we will use the following algorithm $A(p)$, $p \in \mathbb{R}$ (see [4]).

$$A(p): x_r^{(k+1)} = x_r^{(k)} \left( \frac{\sum^n_{i=1} a_{ir} b_i / (Ax^{(k)})_i}{\sum^n_{i=1} a_{ir}} \right)^{1/p}, \quad k \geq 0,$$

(2)

for $p \neq 0$ and $r = 1, \ldots, m$.

$$A(0): x_r^{(k+1)} = x_r^{(k)} \prod^n_{i=1} \frac{b_i}{(Ax^{(k)})_i}^{a_{ir}/\sum^n_{i=1} a_{ir}}, \quad k \geq 0,$$

(3)

for $p = 0$ and $r = 1, \ldots, m$.

Starting with $x^{(0)} := (x_1^{(0)}, x_2^{(0)}, \ldots, x_m^{(0)}) \in K_m$, we compute successively $x^{(1)}, x^{(2)}, \ldots$, using (2) or alternatively (3). So, we get the sequence $(x^{(k)})_{k=0}^\infty$ in $K_m$.

The convergence of this sequence is governed by the general rules of the Expectation-Maximization Algorithm (see [14], [4]). If we denote

$$x^* := \lim_{k \to \infty} x^{(k)},$$

then $x^*$ is a generalized solution of (1). For details and several examples see [14], [4]. Other examples will be provided in Section 5.

In particular, let $T$ be a regular stochastic matrix,

$$T = \begin{pmatrix} p_{11} & p_{12} & \cdots & p_{1n} \\ p_{21} & p_{22} & \cdots & p_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ p_{n1} & p_{n2} & \cdots & p_{nn} \end{pmatrix}.$$  

It is well known that the system

$$\begin{cases} T^i x = x, \\ x_1 + \cdots + x_n = 1, \end{cases}$$

(4)

has a unique solution $x = (x_1, \ldots, x_n)^T$.

It was remarked in [4] that (4) is equivalent to

$$\begin{cases} p_{11} x_1 + (p_{21} + 1) x_2 + \cdots + (p_{n1} + 1) x_n = 1, \\ (p_{12} + 1) x_1 + p_{22} x_2 + \cdots + (p_{n2} + 1) x_n = 1, \\ \cdots \\ (p_{1n} + 1) x_1 + (p_{2n} + 1) x_2 + \cdots + p_{nn} x_n = 1. \end{cases}$$

(5)

### 3 A family of Stancu operators

Let $\alpha, \beta, \gamma$ be some positive numbers with $\alpha \geq 0$ and $0 \leq \beta \leq \gamma$. Stancu [18] introduced and studied the following positive linear operator $S_n^{\alpha, \beta, \gamma} : C[0, 1] \to \Pi_n$, where

$$S_n^{\alpha, \beta, \gamma}(f; x) := \sum_{i=0}^{n} w_n^{(i)}(x) f \left( \frac{i + \beta}{n + \gamma} \right), \quad x \in [0, 1].$$

(6)

Here

$$w_n^{(i)}(x) := \binom{n}{i} x^{(i-\alpha)}(1-x)^{(n-i-\alpha)} 1^{[n-\alpha]}, \quad x \in [0, 1], \quad i = 0, \ldots, n,$$

are the fundamental polynomials and

$$y^{[0, \alpha]} := 1,$$

$$y^{[m, \alpha]} := y(y + \alpha) \cdots (y + (m-1)\alpha), \quad m \in \mathbb{N}.$$  

Mühlbach [15, 16] and Lupşa [12, 11] introduced the operators $\overline{S}_n : C[0, 1] \to C[0, 1]$, defined as

$$\overline{S}_n f(x) := \begin{cases} f(0), \quad x = 0, \\ \frac{1}{B(\alpha x, \alpha(1-x))} \int_0^1 t^{\alpha x-1} (1-t)^{\alpha(1-x)-1} f(t) \, dt, \quad 0 < x < 1, \\ f(1) \quad (x = 1). \end{cases}$$
The scalar coefficient $b_0$ has exactly one solution and this gives us the coefficients $d_j$, with $0 \leq j \leq n$, independent of $f$.

In order to prove Theorem 3.2, the authors used the eigenstructure of $S_n^{a,\beta,\gamma}$, described in Theorem 3.1. In fact, consider the basis of $\Pi_n$, formed with the eigenpolynomials $\{q_n,0, q_n,1, \ldots, q_n,n\}$ and also the basis formed with the fundamental Stancu polynomials $\{w_n,0, w_n,1, \ldots, w_n,n\}$. The transition matrix between the two bases is defined by

$$w_{n,0} = \theta_{0,0} \cdot q_{n,0} + \cdots + \theta_{n,0} \cdot q_{n,n}$$

$$\ldots$$

$$w_{n,n} = \theta_{0,n} \cdot q_{n,0} + \cdots + \theta_{n,n} \cdot q_{n,n}$$

Then (see [7, p.122]) the coefficients $d_j$ from Theorem 3.2 are given by $d_j = \theta_{0,j}$, $j = 0, 1, \ldots, n$.

If $0 < \beta < \gamma$, an alternative method for finding the coefficients $d_0, d_1, \ldots, d_n$ is described in [7, Remark.1]. To present it, consider the matrix

$$T := \begin{pmatrix} w_{n,0}(a_0) & w_{n,1}(a_0) & \cdots & w_{n,n}(a_0) \\ w_{n,0}(a_1) & w_{n,1}(a_1) & \cdots & w_{n,n}(a_1) \\ \vdots & \vdots & \ddots & \vdots \\ w_{n,0}(a_n) & w_{n,1}(a_n) & \cdots & w_{n,n}(a_n) \end{pmatrix}$$.

(7)

where $a_j := \frac{j + \beta}{n + \gamma}$, $j = 0, 1, \ldots, n$.

It is a stochastic matrix and all entries are strictly positive. Consequently, the system of equations

$$\begin{pmatrix} T^\top & d_0 \\ \vdots & \vdots \\ d_n \end{pmatrix} = \begin{pmatrix} d_0 \\ \vdots \\ d_n \end{pmatrix}$$

(8)

has exactly one solution and this gives us the coefficients $d_j$ from Theorem 3.2.

**Remark 1.** More general results can be found in [2].
4 A special case

Let \( \varphi(x) = x(1-x) \). For \( n \in \mathbb{N}, f \in C[0,1] \), and \( 0 < x < 1 \), let us denote (see [17])

\[
C_nf(x) = \frac{1}{\varphi(x)} B_n(\varphi f)(x),
\]

where \( B_n \) is the classical Bernstein operator, i.e.,

\[
B_nf(x) = \sum_{i=0}^{n} p_n(x)f \left( \frac{i}{n} \right), \quad p_n(x) := \binom{n}{i} x^i (1-x)^{n-i},
\]

\( i = 0, 1, \ldots, n, x \in [0,1] \).

By continuity, the function \( C_nf \) can be extended to the interval \([0,1]\). The operators \( C_n \) were deeply investigated in [17]. Let us remark that for \( n \geq 2 \), and \( 0 < x < 1 \),

\[
\begin{align*}
A_nf(x) & := \frac{n}{n-1} C_nf(x) = \frac{n}{n-1} \frac{1}{x(1-x)} \sum_{k=0}^{n-1} \binom{n}{k} x^k (1-x)^{n-k} \frac{k}{n} (1 - \frac{k}{n}) f \left( \frac{k}{n} \right) \\
& = \frac{n}{n-1} \frac{1}{x(1-x)} \sum_{k=1}^{n-1} \binom{n}{k} \frac{k-1}{n} x^k (1-x)^{n-k} f \left( \frac{k}{n} \right) \\
& = \sum_{k=1}^{n-1} \binom{n-k}{k-1} x^k (1-x)^{n-k-1} f \left( \frac{k}{n} \right).
\end{align*}
\]

Consequently, we have the operators \( A_n : C[0,1] \rightarrow C[0,1], n \geq 2 \), given by

\[
A_nf(x) = \sum_{j=0}^{n-2} \binom{n-2}{j} x^j (1-x)^{n-2-j} f \left( \frac{j+1}{n} \right).
\]

It is easy to verify that

\[
A_n = S_n^{0,1,2}\).
\]

Therefore, the operators studied in [17] are strongly related with Stancu operators.

5 Numerical examples

Example 5.1. In (11) let us take \( n = 5 \). We get

\[
A_5 f(x) = S_2^{0,3,2} f(x) = \binom{1}{0} \left( 1 - x \right)^{0} f \left( \frac{1}{5} \right) + 3 \binom{1}{1} \left( 1 - x \right)^{1} f \left( \frac{2}{5} \right) + \binom{1}{2} \left( 1 - x \right)^{2} f \left( \frac{3}{5} \right) + \binom{1}{3} \left( 1 - x \right)^{3} f \left( \frac{4}{5} \right).
\]

In this specific case the matrix \( T^i \) from (4) is

\[
T^i = \frac{1}{125} \begin{pmatrix} 64 & 27 & 8 & 1 \\ 48 & 54 & 36 & 12 \\ 12 & 36 & 54 & 48 \\ 1 & 8 & 27 & 64 \end{pmatrix}
\]

The system (5) becomes

\[
\begin{align*}
64x_1 + 152x_2 + 133x_3 + 126x_4 &= 125, \\
173x_1 + 54x_2 + 161x_3 + 137x_4 &= 125, \\
137x_1 + 161x_2 + 54x_3 + 173x_4 &= 125, \\
126x_1 + 133x_2 + 152x_3 + 64x_4 &= 125.
\end{align*}
\]

Table 1. Values of \( x_1^{(k)}, x_2^{(k)}, x_3^{(k)}, x_4^{(k)} \) for \( p = -1 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1^{(k)} )</td>
<td>0.0714285714</td>
<td>0.15334326211</td>
<td>0.1782629219</td>
<td>0.18312168342</td>
<td>0.184010316</td>
</tr>
<tr>
<td>( x_2^{(k)} )</td>
<td>0.4285714286</td>
<td>0.3462866728</td>
<td>0.3217265257</td>
<td>0.3168778118</td>
<td>0.3159869722</td>
</tr>
<tr>
<td>( x_3^{(k)} )</td>
<td>0.4285714286</td>
<td>0.3462866728</td>
<td>0.3217265257</td>
<td>0.3168778118</td>
<td>0.3159869722</td>
</tr>
<tr>
<td>( x_4^{(k)} )</td>
<td>0.0714285714</td>
<td>0.15334326212</td>
<td>0.1782629222</td>
<td>0.1831218349</td>
<td>0.1840103164</td>
</tr>
</tbody>
</table>

Table 2. Values of \( x_1^{(k)}, x_2^{(k)}, x_3^{(k)}, x_4^{(k)} \) for \( p = 0 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1^{(k)} )</td>
<td>0.0714285714</td>
<td>0.1533971601</td>
<td>0.178249620</td>
<td>0.1831176476</td>
<td>0.1840122386</td>
</tr>
<tr>
<td>( x_2^{(k)} )</td>
<td>0.4285714286</td>
<td>0.34641806</td>
<td>0.321751235</td>
<td>0.3168821746</td>
<td>0.3159877559</td>
</tr>
<tr>
<td>( x_3^{(k)} )</td>
<td>0.4285714286</td>
<td>0.34641806</td>
<td>0.321751235</td>
<td>0.3168821746</td>
<td>0.3159877559</td>
</tr>
<tr>
<td>( x_4^{(k)} )</td>
<td>0.0714285714</td>
<td>0.1533971604</td>
<td>0.1782496163</td>
<td>0.1831176470</td>
<td>0.1840122380</td>
</tr>
</tbody>
</table>
The limit of the iterates of

\[ \lim_{m \to \infty} S_m^{0.12,2,0} f \approx 0.184f \left( \frac{1}{5} \right) + 0.315f \left( \frac{2}{5} \right) + 0.315f \left( \frac{3}{5} \right) + 0.184f \left( \frac{4}{5} \right) e_0. \]

**Example 5.2.** In (6) we consider \( n = 3, a = 1, \beta = 2, \gamma = 3 \). Then, we have

\[
S_3^{<1,2,3>} f(x) = \frac{(1-x)(2-x)(3-x)}{6} f \left( \frac{1}{3} \right) + \frac{x(x+1)(1-x)}{2} f \left( \frac{1}{2} \right) + \frac{x(x+1)(x+2)}{6} f \left( \frac{5}{6} \right).
\]

In this case the matrix \( T^i \) from (4) is

\[
T^i = \begin{pmatrix}
40/81 & 5/16 & 14/81 & 91/1296 \\
5/27 & 3/16 & 4/27 & 35/432 \\
4/27 & 3/16 & 5/27 & 55/432 \\
14/81 & 5/16 & 40/81 & 935/1296
\end{pmatrix}.
\]

The system (5) becomes

\[
\begin{cases}
40/81x_1 + 21/16x_2 + 95/81x_3 + 1387/1296x_4 = 1, \\
32/27x_1 + 3/16x_2 + 31/27x_3 + 467/432x_4 = 1, \\
31/27x_1 + 19/16x_2 + 5/27x_3 + 487/432x_4 = 1, \\
95/81x_1 + 21/16x_2 + 121/81x_3 + 935/1296x_4 = 1.
\end{cases}
\]

**Table 4.** Values of \( x_1^{(k)}, x_2^{(k)}, x_3^{(k)}, x_4^{(k)} \) for \( p = 0 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( 0 )</th>
<th>( 50 )</th>
<th>( 100 )</th>
<th>( 150 )</th>
<th>( 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1^{(1)} )</td>
<td>0.2407</td>
<td>0.2008878908</td>
<td>0.2007358646</td>
<td>0.2007069010</td>
<td>0.2007047845</td>
</tr>
<tr>
<td>( x_2^{(1)} )</td>
<td>0.1551</td>
<td>0.1252139744</td>
<td>0.1251678719</td>
<td>0.1251592125</td>
<td>0.1251588152</td>
</tr>
<tr>
<td>( x_3^{(1)} )</td>
<td>0.1275</td>
<td>0.1475247062</td>
<td>0.1475612683</td>
<td>0.1475681899</td>
<td>0.1475686951</td>
</tr>
<tr>
<td>( x_4^{(1)} )</td>
<td>0.5065</td>
<td>0.5263734260</td>
<td>0.5265349946</td>
<td>0.5265669967</td>
<td>0.5265679387</td>
</tr>
</tbody>
</table>

According to Theorem 3.2,

\[
\lim_{m \to \infty} S_m^{<1,2,3,0>} f \approx \left\{ \begin{array}{l}
0.2007f \left( \frac{1}{3} \right) + 0.1251f \left( \frac{1}{2} \right) + 0.1475f \left( \frac{2}{3} \right) + 0.5265f \left( \frac{5}{6} \right) \\
\end{array} \right\} e_0.
\]

**Example 5.3.** Let \( c \in [1, \infty), n \geq 1, a, b > -1, \)

\[
\varphi_n(t) := \frac{t^{i+c(i-1)}(1-t)^{(n-i)+b}}{B(ci+a+1, c(n-i)+b+1)}, \quad t \in [0, 1], i = 0, 1, \ldots, n.
\]

The Mache-Zhou operator is defined as (see [13]):

\[
P_n f(x) := \sum_{i=0}^{n} p_{n,i}(x) \int_0^1 f(t) \varphi_{n,i}(t) dt.
\]

The limit of the iterates of \( P_n \) was determined in [1] (see also [2]), up to solving a linear system of equations. For \( n = 3, c = 1, a = 1, b = 2 \) that system is equivalent to (see (5))

\[
\begin{cases}
336x_1 + 930x_2 + 840x_3 + 780x_4 = 720, \\
972x_1 + 270x_2 + 960x_3 + 900x_4 = 720, \\
828x_1 + 900x_2 + 240x_3 + 990x_4 = 720, \\
744x_1 + 780x_2 + 840x_3 + 210x_4 = 720.
\end{cases}
\]

**Table 5.** Values of \( x_1^{(k)}, x_2^{(k)}, x_3^{(k)}, x_4^{(k)} \) for \( p = -2 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( 0 )</th>
<th>( 50 )</th>
<th>( 100 )</th>
<th>( 150 )</th>
<th>( 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1^{(1)} )</td>
<td>0.2657</td>
<td>0.2847443610</td>
<td>0.2847828587</td>
<td>0.2843701646</td>
<td>0.2841754795</td>
</tr>
<tr>
<td>( x_2^{(1)} )</td>
<td>0.3638</td>
<td>0.3431329449</td>
<td>0.3418709107</td>
<td>0.3416953871</td>
<td>0.3416400194</td>
</tr>
<tr>
<td>( x_3^{(1)} )</td>
<td>0.2781</td>
<td>0.2627557436</td>
<td>0.2609266164</td>
<td>0.2603804085</td>
<td>0.2601639800</td>
</tr>
<tr>
<td>( x_4^{(1)} )</td>
<td>0.0952</td>
<td>0.1078555881</td>
<td>0.1112018255</td>
<td>0.1124999328</td>
<td>0.1130359147</td>
</tr>
</tbody>
</table>
According to Theorem 3.2,
\[
\lim_{m \to \infty} P_m f \approx \left\{ \begin{array}{c} 11.97 \int_0^1 t(1-t)f(t)dt + 35.91 \int_0^1 t^2(1-t)^3f(t)dt \\
+ 35.98 \int_0^1 t^3(1-t)^3f(t)dt + 11.865 \int_0^1 t^4(1-t)^3f(t)dt \end{array} \right\} \epsilon_0.
\]

We conclude this section by modifying the operators from Example 5.1 and Example 5.2 in the sense described in [2, Sect. 4.5]. We will see that the limits of the iterates will change dramatically.

**Example 5.4.** Let \( p_0(x) = (1-x)^3, p_1(x) = x^3, p_2(x) = 3(1-x)^2x, p_3(x) = 3(1-x)x^2, x \in [0,1] \). Instead of the operator from Example 5.1, consider the operator \( S : C[0,1] \to C[0,1] \),
\[
Sf(x) := p_0(x)f(0) + p_1(x)f(1) + p_3(x)f \left( \frac{2}{3} \right).
\]

To find \( \lim_{m \to \infty} S^m f \) we apply the general results from [2]. Namely, consider the matrix
\[
M := \begin{pmatrix} p_0(0) & p_1(0) & p_2(0) & p_3(0) \\
p_0(1) & p_1(1) & p_2(1) & p_3(1) \\
p_0(\frac{1}{2}) & p_1(\frac{1}{2}) & p_2(\frac{1}{2}) & p_3(\frac{1}{2}) \\
p_0(\frac{1}{3}) & p_1(\frac{1}{3}) & p_2(\frac{1}{3}) & p_3(\frac{1}{3}) \end{pmatrix}
\]

According to [2, Th.2.2],
\[
\lim_{m \to \infty} S^m f(x) = p_0(x)f(0) + p_1(x)f(1) + p_3(x)v_2(f) + p_3(x)v_3(f),
\]
where
\[
v_2(f) := (f(0), f(1), v_2(f), v_3(f))^t
\]
is the unique solution to \( Mv(f) = v(f) \). We get
\[
v_2(f) = \frac{1}{107}(63f(0) + 44f(1)), \quad v_3(f) = \frac{1}{107}(44f(0) + 63f(1)),
\]
so that
\[
\lim_{m \to \infty} S^m f(x) = (1-x)^3f(0) + x^3f(1) + \frac{3}{107}(1-x)\cdot x\cdot (63f(0) + 44f(1))
\]
\[
+ \frac{3}{107}(1-x)\cdot x^2\cdot (44f(0) + 63f(1)),
\]
for \( f \in C[0,1] \), uniformly with respect to \( x \in [0,1] \).

**Example 5.5.** Let \( p_0(x) = (1-x)(2-x)(3-x), p_1(x) = \frac{x(x+1)(x+2)}{6}, p_2(x) = \frac{x(1-x)(2-x)}{2}, p_3(x) = \frac{x(x+1)(1-x)}{2} \). Instead of the operator from Example 5.2, let us consider \( S : C[0,1] \to C[0,1] \),
\[
Sf(x) := p_0(x)f(0) + p_1(x)f(1) + p_3(x)f \left( \frac{1}{2} \right) + p_3(x)f \left( \frac{3}{2} \right).
\]

Using the same arguments as in Example 5.4 we find
\[
\lim_{m \to \infty} S^m f(x) = \frac{(1-x)(2-x)(3-x)}{6} f(0) + \frac{x(1+x)(2+x)}{6} f(1)
\]
\[
+ \frac{x(1-x)(2-x)}{274} (62f(0) + 75f(1)) + \frac{x(x+1)(1-x)}{822} (121f(0) + 290f(1)).
\]
6 Conclusions and further work

The EMML and the ISRA algorithms can be used in particular for solving certain classes of systems of linear equations. The algorithm $A(p)$ introduced in [4] serves to a similar goal. In fact $A(-1)$ coincides with a version of ISRA, while $A(1)$ coincides with EMML. The systems of linear equations mentioned above can be solved iteratively with $A(p)$. They appear in the study of limits of iterates of positive linear operators. Results of this type were established in many papers (see [2], [9], [10] and the references therein). In this paper we consider the iterates of operators of Stancu type (see [7]). The corresponding system of linear equations was determined in [17]. We use the algorithm $A(p)$ in order to solve iteratively such a system. An interesting modification of the classical Bernstein operators $B_n$ was introduced by R. Schnabl in [17] in order to investigate the global saturation of the sequence $(B_n)_{n\geq1}$. We prove that the operators introduced by R. Schnabl are Stancu type operators from the family mentioned above. For the study of their iterates we use again the algorithm $A(p)$. Similar problems are investigated for the Mache-Zhou operators. Numerical experiments illustrate the general results.

As further work we propose to extend the results in order to cover other classes of operators. Moreover, we intend to compare the algorithm $A(p)$ with other algorithms and to improve its performances.
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