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Abstract

The Laplace transform inversion is a well-known ill-conditioned problem and many numerical schemes in literature have investigated how to solve it. In this paper, we revise the Gaver-Stehfest method by using polyharmonic splines augmented with polynomials to approximate the Laplace transform into the numerical inversion formula. Theoretical accuracy bounds for the fitting model are given. Discussions on the effectiveness of the inversion algorithm are produced and confirmed by numerical experiments about approximation errors and inversion results. Comparisons with an existing model are also presented.

1 Introduction

Suppose \( f \) is a real- or complex-valued function of the variable \( t > 0 \) and \( z \) is a real or complex parameter. We define \( F(z) \) the Laplace transform of \( f \) as

\[
F(z) = \int_0^\infty e^{-zt} f(t) dt = \lim_{\epsilon \to 0^+} \int_0^\infty e^{-zt} f(t) dt,
\]

whenever the limit exists (as a finite number). More in detail, a function \( f \) admits a Laplace transform if (a) it is almost everywhere defined in \( \mathbb{R}^+ \), measurable there with respect to the Lebesgue measure; (b) it is a locally integrable function in \( \mathbb{R}^+ \); (c) there is at least one value \( z_0 \) of the complex variable \( z \) for which the improper integral (1) converges. In this case, that integral is called the Laplace transform (Lt) of \( f \) at the point \( z_0 \). We focus on the design of a numerical method to compute \( f(t) \), for any \( t \in (0, +\infty) \), under the hypothesis that \( F \) is only evaluable on the real axis. This problem is generally known as real inversion of the Lt, whose ill-positioning imposes regularization techniques to deal with the strong ill-conditioning emerging in the numerical inversion methods. A wide literature concerns the Laplace inversion problem and it is mainly focused on: i) numerical methods; ii) algorithms and software; iii) the numerical stability of the computational procedures. The numerical inversion schemes are classified into several classes, more in detail methods compute a samples of \( f \) as the Gaver reported in [1, 2], methods which expand \( f \) in exponential functions reported by Doetsch in [3], methods based on Gaussian quadrature designed by Piessens [4], methods based on a bilinear transformation with a Laguerre expansion [5, 6], and finally, methods based on Fourier series as the Talbot formulas [7, 8]. Several of these schemes have been implemented in a mathematical software as, for examples, those based on discretization of the functional integral [9, 10, 11], or consisting in collocation methods [12]. About the stability of the numerical algorithms theoretical and computable estimates of the propagated errors in inversion formulas are reported in [13, 14]. More in general, we observe that all inversion formulas need an analytic form of the Laplace Transform \( F \) and \( F \) is evaluated in a finite number of points. Unfortunately, in many applications, the Lts are power-law, exponential, hyperbolic, logarithmic, trigonometric functions, but they are also expressed by the so-called special functions, i.e. the Error, Gamma and Bessel functions:

\[
erf(x) := \frac{1}{\sqrt{\pi}} \int_{-x}^{x} e^{-t^2} dt, \quad \Gamma(x) := \int_0^\infty t^{x-1} e^{-t} dt, \quad J_{\nu}(x) := \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(n+1-\nu)} \left(\frac{x}{2}\right)^{2n-\nu}
\]

so only a tabulated form for the Lt may be available, through numerical integration. According this, the known inversion formulas can not be applied, except by introducing a preprocessing stage consisting in a continuous functional approximation of \( F \) from a finite set of its values [15]. Here we focus on the Gaver-Stehfest inversion method (GS), defined in [16]. This scheme is used in several science and engineering applications. In [17], for example, the use of Laplace function in the solution of boundary value problems in applied mechanics is discussed, related to transient responses of isotropic and transversely isotropic half-space to concentrated impulse or those related to viscoelastic wave motion in layered media. In this work several methods are tested in
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problems such as those in boundary element or boundary integral equations, theoretical seismology, soil-structure-interaction in time domain. With respect of GS method, any value of the inverse function \( f(t) \) is obtained as a truncated sum of \( M \) weighted \( \text{Lt} \) evaluations at uniformly distributed points \( g_i = i \cdot \ln(2)/t, i = 1, 2, \ldots, M \), named GS points (GSp). GS computes the approximation, \( f_g \), of \( f(t) \) as:

\[
f_g(t) = \frac{\ln(2)}{t} \sum_{i=1}^{M} V_i F(g_i),
\]

with the coefficients \( V_i \) defined as (see [16] for more details)

\[
V_i = (-1)^{i+M/2} \sum_{k=(i+1)/2}^{\min((M/2), i)} \frac{k^{M/2}(2k)!}{(M/2-k)!k!(k-1)!(2k-j)!},
\]

which grow fast with the growth of \( M \). Parameter \( M \), referred to as the Stehfest number, should be even. The weighting coefficients \( V_i \) can be calculated once and for all during a pre-processing, because they only depend on the Stehfest number. The precision of the Gaver-Stehfest inversion method strongly depends on the Stehfest number \( M \) and multi-precision computing is suggested to improve the accuracy of such algorithm [18]. Truncating the expansion by considering \( M \) terms, defines an approximation inverse \( \text{Lt} \), \( f_g \), and introduces a discretization error:

\[
\epsilon_{\text{disc}}(t) := |f(t) - f_g(t)|,
\]

depending on \( M \), for any \( t \in (0, +\infty) \). In this paper we propose a revision of the GS formula in (2), in which a fitting model approximating \( F \) is introduced, in order to face with the absence of useful information, when \( F \) is available only in discrete form. The fitting model is based on a combination of polyharmonic radial basis functions augmented with polynomials (PHS-poly) [19]. For a general discussion on Radial Basis Functions (RBFs) methods see [20], and for more details into this PHS-poly formulation see [21, 22, 23]. In particular, the reader is referred to [21] for an insight into the properties of RBF interpolation augmented with polynomials. In the following section, two theorems will be given concerning, respectively, the order of accuracy \( M \) of total degree \( l \), \( l \in \mathbb{N} \), have been extensively used in the past decades (see [24] for an overview). This approach, which feature a shape parameter \( \epsilon \), can lead to very accurate approximations in the near flat-limit \( \epsilon \to 0 \). However, this limit is numerically ill-conditioned and cannot be achieved by direct methods. Several methods (e.g. RBF-GA, RBF-QR and RBF-RA) have been developed to compute this limit accurately (see [24] for a detailed description).

Recently, it has been found that the combination of polyharmonic splines (PHS), \( \phi(r) = r^m \), \( r \in \mathbb{R}^+ \), \( m \in \mathbb{N} \), with high degree polynomials offers a fresh alternative to the use of infinitely smooth RBFs [19, 21, 22, 23, 25]. Among the key features, i) high orders of accuracy can be achieved without the need of selecting a shape parameter or the issues related to numerical ill-conditioning, ii) the edge effects associated to the use of high order polynomials (better known as Runge’s phenomenon) can be easily overcome. We refer to this approach as PHS-poly approximation, and its application for the Laplace transform inversion is the core of this work. In the following, we briefly recall some definitions on RBFs and PHS essentially by following [19, 21, 22, 23].

Definition 2.1 (PHS-poly). Given a set of (distinct) nodes \( X = \{x_i\}_{i=1}^{n} \subset \mathbb{R} \) and a continuous target function \( F : \mathbb{R} \to \mathbb{R} \) sampled at the nodes in \( X \), i.e., \( F_i := F(x_i) \), a local PHS-poly interpolant to the data at a point \( x \in \mathbb{R} \) takes the form

\[
s(x) = \sum_{j \in \Xi(x)} \lambda_j \phi(|x-x_j|) + \sum_{k=1}^{s} \beta_k p_k(x),
\]

with the matching conditions

\[
\sum_{j \in \Xi(x)} \lambda_j p_k(x_j) = 0, \quad k = 1, \ldots, s,
\]

where \( \phi(|x-x_j|) = |x-x_j|^m \) is a PHS of degree \( m \), \( m \) odd, centered on \( x_j \), \( \{p_k(x)\}_{k=1}^{s} \) is a basis for the univariate polynomial space \( \Pi_k \) of total degree \( k \) with \( s = l + 1 \), and \( \Xi(x) \) is the subset formed by the indices of the \( n \)-th closest nodes from \( x \) to the evaluation point \( x \). Here, \( n = |\Xi(x)| \) (cardinality) is the stencil size and must satisfy \( s < n \ll N \).
At each evaluation point \( x \in I \), a different interpolant is computed by determining the \( \lambda \) and \( \beta \) coefficients through collocation, i.e. enforcing the conditions \( s(x) = F_i, \ i \in \Xi(x) \), leading to the linear system of equations

\[
\begin{pmatrix}
A & P \\
P^T & O
\end{pmatrix}
\begin{bmatrix}
\lambda \\
\beta
\end{bmatrix}
= \begin{bmatrix} f \end{bmatrix},
\]

where \( A \) is the square matrix with elements

\[
A = \phi \left( |x_i - x_j| \right), \ i, j \in \Xi(x),
\]

\( P \) is the \( n \times s \) matrix whose \( k \)-th column corresponds with the \( k \)-th element of the polynomial basis evaluated on the collocation nodes, \( f = [F_1, F_2, \ldots, F_m] \), \( 0 \) is a zero vector of length \( s \) and \( O \) is a zero matrix \( s \times s \). This linear system of equations in uniquely solvable when using PHS of degree \( m \) augmented with polynomials up to degree \( l \geq (m-1)/2 \), provided \( P \) is unisolvent on the node distribution (which is always the case in 1-D) [20].

In [21] was obtained the following closed-form expression for the \( \lambda \) and \( \beta \) coefficients.

**Theorem 2.1.** Provided that \( A \) and \( P \) are full rank, the \( \lambda \) and \( \beta \) coefficients in the RBF interpolant (5) are equal to

\[
\lambda^T = f^T (I - D P^T) A^{-1}
\]

and

\[
\beta^T = f^T D,
\]

where \( D \) is the \( n \times s \) matrix

\[
D = A^{-1} P (P^T A^{-1} P)^{-1}.
\]

Observe that the matrix \( D \) plays a key role in the approximation. The following result from [21] illustrates its meaning:

**Theorem 2.2.** Let \( p(x) = x^\alpha, \ \alpha = 0, 1, \ldots, l \) be an element from the augmented polynomial basis \( \Pi \). Then, the \( (\alpha + 1) \)-th column of matrix \( D = A^{-1} P \left(P^T A^{-1} P \right)^{-1} \) contains the differentiation weights approximating the operator

\[
L^{(\alpha)} = \frac{1}{\alpha!} \frac{\partial^\alpha}{\partial x^\alpha}.
\]

This is, the action of (9) on \( p(x) = x^\alpha \) is equal to

\[
\frac{1}{\alpha!} \frac{\partial^\alpha}{\partial x^\alpha} = 1 = [d_{1,x+1} \ldots d_{2\alpha+1}] \cdot p|_{\Xi(x)},
\]

where \( d_{ij} \) are the elements of \( D \) and \( p|_{\Xi(x)} \) is \( p \) evaluated on the stencil nodes as in Definition 2.1.

From this result, it is straightforward to prove the following proposition, which will be useful to obtain the convergence rates of the approximation.

**Proposition 2.3.** When the data to be interpolated comes from one of the augmented polynomial terms, i.e. \( F(x) = x^\alpha, \ \alpha = 0, 1, \ldots, l \), the \( \lambda \) and \( \beta \) coefficients in the RBF interpolant (5) are equal to

\[
\lambda_j = 0, \ \text{for} \ j = 1, \ldots, n; \quad \beta_k = \begin{cases}
1, & \text{if } k = \alpha + 1 \\
0, & \text{otherwise}
\end{cases}, \ \text{for } k = 1, \ldots, s.
\]

**2.1 Convergence and asymptotic behavior results**

**Theorem 2.4.** Suppose \( x_1, \ldots, x_n \) are distinct numbers in the interval \([a, b]\) and \( F \in C_\infty[a, b] \). Then, for an evaluation point \( x \in I = [a, b] \subset \mathbb{R} \), the coefficients of the PHS interpolant (5) augmented with monomials of degree \( l \) are equal to

\[
\lambda_i = 0 + O(h^{l+1}), \ \ i = 1, \ldots, n,
\]

and

\[
\beta_k = \frac{1}{k!} F^{(k)}(x) + O(h^{l+1}), \ \ k = 0, \ldots, l,
\]

where \( h := \max_{x \in I} |x_i - x| \).

This can be proven as in [21], by expanding \( F \) in (7) and (8) as a Taylor series and applying Proposition 2.3 at each polynomial term. This result leads us to formulate the following corollary.

**Corollary 2.5.** The local truncation error of the PHS+poly approximant is given by

\[
s(x) - F(x) = \sum_{k=1}^{\infty} \frac{1}{k!} F^{(k)}(x) \left[ (p_i^T \hat{\psi}(x) - p_i(x)) - P^T \hat{\psi}^T(x) - p(x) \right], \ x \in [a, b],
\]

where \( \hat{\psi}(x) \) is the RBF cardinal function without polynomial augmentation

\[
\hat{\psi}(x) = A^{-1} \psi(x),
\]

which can be bounded as

\[
\|s - F\|_\infty \leq C h^{l+1} \max_{x \in [a,b]} |F^{(l+1)}(\xi)|.
\]
In [26] was found that cubic RBF interpolation on the interval $[-1, 1]$ without polynomial augmentation has the end-conditions
\[
s''(-1) = s'(+1) - 2s''(-1) - \frac{3}{2}((s(1) + s(-1)),
\]
\[
s''(+1) = 2s'(+1) - s''(-1) - \frac{3}{2}((s(1) + s(-1)).
\]
However, by augmenting the interpolant up to linear terms, i.e. enforcing the two constraints $\sum \lambda_i = 0$ and $\sum \lambda_i x_i = 0$, changes to the natural cubic spline with end-conditions $s''(\pm 1) = 0$. This counterintuitive result connects with our discussion here.

Consider the same 1-D interpolation problem over $n$ collocation points using cubic PHS augmented with polynomials of degree $l$. The cubic PHS expands as
\[
|x - x_i|^3 = (x - x_i)^3 = x^3 - 3x^2 x_i + 3x x_i^2 - x_i^3
\]
for $x > x_i$, $i = 1, 2, \ldots, n$. Using the notation for monomials $p_k(x) = x^k$, it can be written as
\[
\sum_{i=1}^{n} \lambda_i \phi(|x - x_i|) = \lambda^T \cdot \phi(x) = x^3(\lambda^T \cdot p_3) - 3x^2(\lambda^T \cdot p_2) + 3x(\lambda^T \cdot p_1) - (\lambda^T \cdot p_3),
\]
where $p_k = p_k|_{x \geq 0}$. If $x < x_i$, $i = 1, 2, \ldots, n$, the same expansion holds but with a change of sign. By Proposition 2.3, the first and second term of the equation above vanish, leading to a first order polynomial verifying the end conditions $s''(\pm 1) = 0$.

In general, for an arbitrary PHS $|x - x_i|^m$, $m$ odd, the RBF term can be written as the polynomial
\[
\lambda^T \cdot \phi(x) = \sum_{k=0}^{l} (\lambda^T \cdot p_k) x^{m-k},
\]
When augmented with polynomial terms of degree $l$, the interpolant at $x \notin [a, b]$ becomes then the polynomial of total degree $Q = \max(m - l, 1)$
\[
s(x) = \sum_{j=0}^{l} (\lambda^T \cdot p_j) x^{m-j} + \sum_{k=0}^{l} \eta_k x^k,
\]
where $(\cdot)_+$ is the cutoff function defined by $(x)_+ = x$ for $x \geq 0$, 0 otherwise. Hence, when $l + 1$ is higher than $m$, the PHS term in the interpolant vanishes.

Fitting models to approximate $L_t$ were presented in [27] and in [28] it was defined a generalized smoothing spline based on the $L_t$ asymptotic properties. In the present work PHS+poly model is considered.

### 3 PHS+poly based Laplace transform inversion by Gaver-Stehfest algorithm

We propose to substitute $F$ by $s$ in (2), considering the novel inversion formula:
\[
f_i(t) := \frac{\ln(2)}{t} \sum_{i=1}^{M} V_i s(g_i), \quad t \in (0, +\infty).
\]
(11)

It is clear that by using (11) we have an approximation error defined as:
\[
\epsilon_{approx}(t) := |f_i(t) - f_i(t)| = \left|\frac{\ln(2)}{t} \sum_{i=1}^{M} V_i (F(g_i) - s(g_i))\right|
\]
(12)

with $f_i$ and $f_i$ as in (2) and (11), respectively. Considering the effects of the discretization error (4) and the approximation error (12), we are able to define the global error in $0, +\infty$ as
\[
\epsilon_{global}(t) := |f(t) - f_i(t)| \leq \epsilon_{discr}(t) + \epsilon_{approx}(t).
\]
(13)
The discretization error for a fixed $M$ is reported in [13]. In this paper we estimate the computed $\epsilon_{approx}$, which strongly depends on the fitting model $s$. The following result gives an upper bound for $\epsilon_{approx}$.

**Theorem 3.1.** Let $F \in C^\infty(\infty, \infty)$ be a Laplace Transform of $f$, with $\tau_0$ abscissa of convergence of $F$. Let be given $\{(x_i, F_i)\}_{i=1}^{n}$, $\{x_1 < \cdots < x_N\}$, and defined $s$ as in Definition 2.1. The approximation error in (12) at any $t \in (0, +\infty)$, with fixed $M$, is bounded as follows:
\[
\epsilon_{approx}(t) \leq \frac{\ln(2)}{t} \left( W_\xi \cdot \bar{e}_t + W_0 \cdot \bar{e}_0^0 \right),
\]
(14)

where
\[
W_\xi := \sum_{i \in I} |V_i| \quad \text{and} \quad \bar{e}_t := \max_{i \in I} |F(g_i) - s(g_i)|
\]
(15)

with $\xi \in [1, O]$ and $| \cdot |$ is used to refer the cardinality of the following Inner and Outer sets:
\[
J_i := \{ i \in [1, \ldots, M], \text{s.t. } g_i \in [x_1, x_N] \}
\]
(16)
\[
J_0 := \{ i \in [1, \ldots, M], \text{s.t. } g_i \notin [x_1, x_N] \}
\]
(17)
Proof. From (12)
\[ \varepsilon_{\text{approx}}(t) \leq \frac{\ln(2)}{t} \sum_{i=1}^{M} |W_i||F(g_i) - s(g_i)| = \]
\[ = \frac{\ln(2)}{t} \left( \sum_{i \in I_0} |W_i||F(g_i) - s(g_i)| + \sum_{i \not\in I_0} |W_i||F(g_i) - s(g_i)| \right) \leq \]
\[ \leq \frac{\ln(2)}{t} \left( \sum_{i \in I_0} |W_i||\max_{i \in I_0} |F(g_i) - s(g_i)| + \sum_{i \not\in I_0} |W_i||\max_{i \not\in I_0} |F(g_i) - s(g_i)| \right) \]
with \( I_0 \) and \( I_1 \) defined as in (16)-(17). From (15) the (14) follows.\( \square \)

We give some comments to the last result. The \( W_{\xi} \) values grows with \( M \), according to the \( V_\xi \) definition in (3). The following table refers some computed \( W_{\xi} \), for different \( M \) values, computed by MATLAB® using standard IEEE arithmetic:

<table>
<thead>
<tr>
<th>( M )</th>
<th>( W_{\xi} )</th>
<th>( M )</th>
<th>( W_{\xi} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.0000e+02</td>
<td>18</td>
<td>3.4010e+11</td>
</tr>
<tr>
<td>6</td>
<td>2.3540e+03</td>
<td>20</td>
<td>7.7473e+12</td>
</tr>
<tr>
<td>8</td>
<td>5.4459e+04</td>
<td>22</td>
<td>1.7640e+14</td>
</tr>
<tr>
<td>10</td>
<td>1.2510e+06</td>
<td>24</td>
<td>4.0152e+15</td>
</tr>
<tr>
<td>12</td>
<td>2.8634e+07</td>
<td>26</td>
<td>9.1372e+16</td>
</tr>
<tr>
<td>14</td>
<td>6.5407e+08</td>
<td>28</td>
<td>2.0789e+18</td>
</tr>
<tr>
<td>16</td>
<td>1.4921e+10</td>
<td>30</td>
<td>4.7290e+18</td>
</tr>
</tbody>
</table>

H. Stehfest was among the first to be aware of the limits that inherent instability of Gaver formula posed on the ultimate results in a finite precision arithmetic system, as described in his work [16]. Stehfest recognized that with increasing \( M \) the number of correct significant digits of \( f_j(t) \) first increases and then, owing to the rounding errors, decreases. In [13] it has been found that the value of \( M \) at which the accuracy of the GS formula is maximal, is approximately proportional to the precision of the computing system is working with. Indeed, even if it seems reasonable that greater is \( M \), a best accuracy is obtained, on the contrary, the Stehfest algorithm with \( M > 18 \) by using standard type formats (up to long double real data type), suffer from numerical instability. The introduction of arbitrary precision floating point arithmetic helps to overcome this numerical approximation problem. In [18] some consideration about the relationship between the value of \( M \) and the standard arithmetic support the definition of two algorithms for the numerical inversion of Laplace transforms using multi-precision computing. In our experiments we’ll use small value of \( M \), so chosen taking into account the dependence of the GS points from the \( V_\xi \) computation, as argued in the next section, concerning the numerical results.

Moreover, when \( |J_1| >> |J_0| \) and \( W_{\xi} > W_{\eta} \), the fitting error outside the construction interval, can be assumed to be negligible compared to the estimate inside, which confines greater accuracy on the model. In these hypotheses the approximation error \( \varepsilon_{\text{approx}} \) is more finely bounded. Conversely, when \( |J_1| << |J_0| \), the outer fitting error prevails providing an upper bound too wide.

In general, the weighted sum in (14) gives a measure of the reliability of the inversion results, as it gives an upper bound to the accuracy in the approximation problem. In particular, the number of \( M \) that both inside and outside the construction interval. The bound \( B_o \) and \( B_i \) helps to overcome this numerical approximation problem.

Corollary 3.2. Let \( F \in C^\infty(\sigma_0, \infty) \) be a Laplace Transform of \( f \) with asymptotic behavior \( o(1/x^n) \) as \( x \to \infty \), with any \( n \in \mathbb{N} \). For a PHS-polynomial interpolant as in Definition 2.1 to \( F \), the approximation error (14) is bounded as follows:

\[ \varepsilon_{\text{approx}}(t) \leq \frac{\ln(2)}{t} \left( W_i \cdot \varepsilon_f^i + W_o \cdot \varepsilon_f^j \right) \leq \frac{\ln(2)}{t} \left( W_i \cdot B_i + W_o \cdot B_o \right) \]

set

\[ B_i := C \cdot h^{i+1} \max_{\xi \in (x_i, x_{i+1})} |F(x_{i+1}(\xi))| \quad \text{and} \quad B_o := o((g_i^{\max})^j) \]

with \( h := \max_{i=1,...,N-1} |x_{i+1} - x_i| \), \( g_i^{\max} := \arg\max_{g \in (g_i^{\max})} |F(g)| - s(g) \) and \( Q = \max(m-l-1, l) \in \mathbb{N} \).

Proof. The first term in the sum (18) is proven in [21]. As concern the second term, if \( g_i \notin [x_i, x_{i+1}] \), the interpolant becomes a polynomial of degree \( Q = \max(m-l-1, l) \in \mathbb{N} \) when using \( \phi(r) = r^m \), \( m \) odd. Moreover, the extrapolation error diverges as \( o(x^2) \). For a proof of the second term see [22, 26].\( \square \)

Remark 1. We emphasize that \( \varepsilon_{\text{global}} \to 0 \) if \( \varepsilon_{\text{duc}} \to 0 \) and \( \varepsilon_{\text{approx}} \to 0 \); moreover the theoretical convergence to zero of the \( \varepsilon_{\text{duc}} \to 0 \) comes from increasing \( M \); nevertheless, the Gaver method for Laplace transform inversion is strongly ill-conditioned and the Stehfest algorithm, used to compute the Laplace inverse function, with \( M > 18 \) by using standard precision, suffer from numerical instability, as just discussed. The formula amplifies the rounding errors on \( F \), due to the \( V_\xi \) factors magnitude. These arguments suggest to use a limited value for \( M \), in order to hope in a satisfactory result. Looking to the formula (18), fixed the reconstruction point \( r \), the larger \( M \), bigger are the evaluation GS points, computed like \( g_i = i \cdot \log(2)/t, i = 1, ..., M \); in the next section we consider examples in which, fixed the collocation interval \([a, b]\), according to the \( t \) and the \( M \) values, the \( g_i \) may fall both inside and outside the construction interval. The bound \( B_o \) really increases when some evaluation GS points, up to the bigger \( g_M \), fall outside so that the model may diverge from the approximated value \( F(g_M) \). Focusing on the reciprocal position of
the bigger knot with respect to the further GS evaluation point, we assume that the last GS point is enough near the maximum knot, e.g. if \( |x_M - x_N| < \epsilon \), with \( \epsilon > 0 \), it is \( |s(g_M) - s(x_N)| < \epsilon |s(x_N)| + O(\epsilon^2) \). An hypothesis on the distance between the last GS point, from the last knots help to understand the relation between \( M \) and \( N \) and to find a possible bound on the outer error. Particularly, if:

\[
g_M - x_N = M \cdot \log(2)/t - x_N < \epsilon \Rightarrow M < [(\epsilon + x_N) \cdot t/\log(2)]
\]

we can consider the following approximation for the absolute errors at \( x_N \) and \( g_M \):

\[
\epsilon_N^2 = \max_{i \in \mathbb{I}} |F(x_i) - s(x_i)| = |F(g_M) - s(g_M)| = |F(g_M) - F(x_N) + F(x_N) - s(x_N) + s(x_N) - s(g_M)| \\
\leq |F(g_M) - F(x_N)| + |s(x_N) - s(g_M)| = |F'(x_N)\epsilon + |s(x_N)|\epsilon + O(\epsilon^2)
\]

so that the gradients of both \( F \) and \( s \) drive the accuracy of the bound. We can deduce that, when \( \epsilon \rightarrow 0 \), \( g_N \rightarrow x_N \) and \( \epsilon_N^2 \rightarrow 0 \). The \( M \) choice may help to control the distance \( \epsilon \) and, as a consequence, the upper bound for \( \epsilon \rightarrow 0 \). These arguments imply that the given error bounds do not predict the convergence of the method, with respect to \( M \), but consider how the relation between \( M \) and \( N \) can help to control the approximation errors on the computed values of the Laplace transform inverse function, so giving only a way to approximate \( f_t \). Finally, the bound in (18) grants the reliability of the modified GS, according with the admitted tolerance on \( \epsilon_{global} \).

4 Numerical results

In this section we focus on the reliability of the theoretical estimates for the fitting errors and their impact of the revised GS method. Unless otherwise specified, we adopt \( \phi(r) = r^2 \) augmented with \( g \)-th degree polynomials. All the simulations are carried out using MATLAB® R2018a.

4.1 Accuracy of PHS+poly fitting model

Theorem 3.1 establishes how the accuracy of the Laplace transform inversion depends on the fitting model evaluations at the GSp \( g_i = i \cdot \ln(2)/t \), \( i = 1, \ldots, M \), affecting the approximation error \( \epsilon_{approx} \). These points, which lie inside and outside the collocation interval \([a, b] \), depend on the number of terms \( M \) in the truncated GS formula (2). Indeed, fixed the reconstruction point, \( t \), the larger \( M \), the bigger the evaluation GS points values, computed like \( g_i = i \cdot \log(2)/t \), \( i = 1, \ldots, M \); we consider examples in which, fixed the collocation interval \([a, b] \), according to the \( t \) and the \( M \) values, the \( g_i \) may fall both inside and outside the construction interval. Particularly, fixed \( t \), increasing \( M \), the number of the GS points falling outside increases. As concerns the \( t \) value, some basics on the Laplace transform have to be considered. As argued in the paper [13], the computation of a value \( f(t) \) requires different values of \( F \). In GS formula the factor \( \log(2)/t \) is large when \( t \) is small, while it is small when \( t \) is large. This is a common feature of most numerical methods for inverting Laplace transforms [29], as it follows from Abelian and Tauberian theorems, which connect the behavior of the Laplace function with that of its inverse [30]. In particular, Abelian-type theorems provide information of the behavior of inverse function \( f(t) \), as \( t \rightarrow 0 \), based on the asymptotic behavior of Laplace transform, \( F(x) \), as \( x \rightarrow \infty \), whereas Tauberian-type theorems provide information of the behavior of the inverse function as \( t \rightarrow \infty \), based on the knowledge of Laplace function as \( x \rightarrow 0 \). Based on these theorems, in [13] is also proved that when \( M \rightarrow \infty \), the asymptotic value of the global error, given by the sum of the approximation and perturbation error on the computed solution, is equal to \( f(O(t^0)) \) (see [13] for more details and discussions). Given these arguments, in order to manage a local extrapolation, around the bigger collocation knot, and to control the accuracy on the computed solution, too small values for \( t \) are not recommended. This is why we use \( t = 1, 2, \ldots, 10 \) in our experiments.

Figure 1 describes the distribution of the evaluation points with respect to the knots interval. Particularly we represent a graph of \( N = 40 \) knots uniformly (left) and geometrically (right) distributed in \([a, b] = [0.05, 2]\), and some GS distributions, for \( M = 6 \), and for some different \( t \)-values in \([1, \ldots, 10]\), as described by the labels of the ordinate axis. In general, a fitting model can handle relatively well the approximation inside \([a, b]\), but will lead to large extrapolation errors outside. For instance, PHS+poly interpolants reproduce polynomials exactly up to the augmented degree \( l \) inside the collocation interval (see [21, 22]), but lead to extrapolation errors that diverge as \( o(x^2) \). Corollary 3.2 establishes upper bounds for both errors, \( \epsilon_f^2 \) and \( \epsilon_g^2 \). Moreover, the accuracy of our model inside the construction interval, improves with the knots number \( N \), as expected by the theory and confirmed by the computed results for \( \epsilon_f^2 \) in Tables 1-3. The goal of this section is to analyze numerically the effect of the truncation errors as a function of \( M \) and \( N \).

We have considered the test function \( F(x) = 1/(x + 1) \), whose inverse Laplace transform (iLt) is \( f(t) = e^{-t} \), defined in the interval \([0.05, 2]\) as in [28]. Let \( N \) be the number of equispaced collocation points in \([0.05, 2]\) and set \( t = 1, 2, \ldots, 10 \), in the GS algorithm. Taking advantage of the decay behavior of the function, we do a logarithmic transformation of \( F \) and approximate \( \log F \) with PHS+poly (named as \( s_{approx} \) in the following sections). This will increase the accuracy of our PHS+poly fitting model inside the collocation interval, as it reproduces polynomials exactly up to the augmented degree \( l \), and will improve the extrapolation outside for low \( M \) values.

Tables 1-3 lists the \( \epsilon_{approx} \) norm of \( \epsilon_f^2 \) and \( \epsilon_g^2 \) evaluated at the GSp, as a function of \( N \) and the augmented polynomial degree \( l \) for \( M = 4, 6 \) and 8, respectively. Observe that the approximation error inside the interval \( \epsilon_f^2 \) decreases as either \( N \) and/or \( l \) increases. The last row in each table shows the numerical slopes for convergence rate \( O(h^{l+1}) \) predicted in Corollary 3.2. Moreover, observe that \( \epsilon_f^2 \) coincides roughly for any \( M \). This is because the GS points lie uniformly inside \([a, b]\).

The behavior of the approximation error outside the interval \( \epsilon_g^2 \) displays a different behavior. It saturates as \( N \) increases and does not decrease significantly as the polynomial degree \( l \) increases. As \( M \) increases, the GS points lie farther away from \([a, b]\).
Figure 1: The symbols represent the uniformly (left) and geometrically (right) distributed knots (black mark ‘*’) and the GS points computed for \( t = 1, 3, 5, 7, 10 \).

Figure 2: \( \ell_\infty \) norm of the error \( \epsilon_{O_F} \) at the GSp for \( s \) and \( s_{\log} \) when using cubic PHS augmented with 4th degree polynomials. \( \epsilon_{O_F}^s \) behaves as \( o(x^4) \) (black dotted line) for \( s \), while increases as \( o(e^{x^4}) \) for \( s_{\log} \).

As stated in Corollary (3.2), the extrapolation error diverges as \( o(x^Q) \), \( Q = \max(m - l - 1, l) \), and thereby, the truncation error \( \epsilon_{O_F}^s \) increases as a function of \( M \).

Figure 2 displays \( \epsilon_{O_F}^s \) at the GSp for both fitting models \( s \) and \( s_{\log} \) when using cubic PHS augmented with 4th degree polynomials. Observe \( s_{\log} \) is more accurate than \( s \) for the GSp \( \lesssim 8 \). It does, however, diverge exponentially for larger GSp. This makes \( s_{\log} \) especially suited for decaying functions with low \( M \). This logarithmic change of variable will be used in the next numerical tests, also for the compared model in [28], when it occurs.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \epsilon_{O_F}^s(l=2) )</th>
<th>( \epsilon_{O_F}^s(l=4) )</th>
<th>( \epsilon_{O_F}^{s_{\log}}(l=2) )</th>
<th>( \epsilon_{O_F}^{s_{\log}}(l=4) )</th>
<th>( \epsilon_{O_F}^{s_{\log}}(l=6) )</th>
<th>( \epsilon_{O_F}^{s_{\log}}(l=8) )</th>
<th>( \epsilon_{O_F}^{s_{\log}}(l=10) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.0174e-05</td>
<td>9.6676e-03</td>
<td>2.5255e-06</td>
<td>2.4542e-04</td>
<td>3.0591e-06</td>
<td>2.4542e-04</td>
<td>3.0591e-06</td>
</tr>
<tr>
<td>40</td>
<td>6.5886e-06</td>
<td>1.3946e-02</td>
<td>4.7508e-07</td>
<td>1.1680e-04</td>
<td>5.0991e-08</td>
<td>1.3102e-05</td>
<td>6.0099e-09</td>
</tr>
<tr>
<td>80</td>
<td>3.0311e-07</td>
<td>2.3414e-02</td>
<td>2.7623e-09</td>
<td>7.7642e-05</td>
<td>4.9418e-11</td>
<td>7.7642e-05</td>
<td>5.0991e-08</td>
</tr>
</tbody>
</table>

rates \( 3.28 \) \( 3.0591e-06 \) \( 2.3414e-02 \) \( 6.2244e-11 \) \( 8.26 \)

Table 1: \( \ell_\infty \) norm of the errors \( \epsilon_{O_F}^s \) and \( \epsilon_{O_F}^{s_{\log}} \) as a function of \( N \) when using \( s_{\log} \) PHS \( l \)-th degree polynomials and stencil size \( n = l + 2 \) for \( M = 4 \). The last row shows the slopes for convergence rate \( O(h^{l+1}) \) predicted in Corollary 3.2.

4.2 Comparisons between generalized spline and PHS+poly fitting models

We compare PHS+poly with the generalized smoothing spline (in the following, \( s_g \)) defined in [28], obtained with a hybrid interpolating model, which connects, continuously, a cubic polynomial spline with a rational/exponential term acting out of
knots. Particularly, this last model consists in a complete cubic spline defined on \([x_1,x_N]\), linked with continuity up to the first order in \(x_N\) to a so-called end behavior model, assumed to be chosen rational or exponential. For our aims, \(s_j\) is forced to be interpolating. The following test compare the accuracy of the two fitting models in the approximation of two \(Lt\)s with a rational and an exponential decay, respectively.

Table 4 shows the \(l_\infty\) error over 101 evaluation points uniformly distributed in the knots interval when approximating the following:

\[
F_i(x) = \frac{2x}{(1 + x^2)^3}, \quad \text{rational behavior } Lt
\]

\[
F_i(x) = \frac{e^{-x}}{(1 + x)}, \quad \text{exponential behavior } Lt
\]

by the two models, \(s\) and \(s_j\), with \(N \in \{10, 20, 40, 60, 80, 100\}\). For \(F_1\), \(N\) data values \((x_i, F_1(x_i))_{i=1...N}\), with abscissa uniformly distributed in \([0.1, 14.6]\) are approximated. An attempt of extrapolation at \([14.6, 20]\) is proved in the same table. For \(F_2\), \(N\) data values \((x_i, F_2(x_i))_{i=1...N}\), with abscissa geometrically distributed in \([5, 20]\) are approximated. Numerical extrapolation at \([20, 30]\) is also displayed in the same table. Following the results from the previous section, we do a logarithmic change of variable that smooths the decaying data, outside the collocation interval. This improves the accuracy of the PHS+poly approximation. However, it has little effect on the generalized smoothing splines model, which is typically built by enforcing a low polynomial reproduction inside the collocation interval. The same behavior carry over the following numerical tests.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(s)</th>
<th>(s_j)</th>
<th>(l_\infty(F_1))</th>
<th>(l_\infty(F_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.1,14.6]</td>
<td>[14.6,20]</td>
</tr>
<tr>
<td>10</td>
<td>4.2e-01</td>
<td>3.2e-01</td>
<td>1.2e-05</td>
<td>1.8e-04</td>
</tr>
<tr>
<td>20</td>
<td>1.5e-01</td>
<td>3.2e-02</td>
<td>1.7e-05</td>
<td>1.5e-06</td>
</tr>
<tr>
<td>40</td>
<td>3.1e-02</td>
<td>1.2e-02</td>
<td>1.6e-05</td>
<td>1.1e-07</td>
</tr>
<tr>
<td>60</td>
<td>9.4e-03</td>
<td>7.9e-04</td>
<td>1.6e-05</td>
<td>5.7e-07</td>
</tr>
<tr>
<td>80</td>
<td>2.4e-03</td>
<td>1.8e-04</td>
<td>1.5e-05</td>
<td>2.5e-07</td>
</tr>
<tr>
<td>100</td>
<td>5.4e-05</td>
<td>1.5e-06</td>
<td>1.5e-05</td>
<td>4.3e-07</td>
</tr>
</tbody>
</table>

Table 4: Maximum accuracy for the two models, \(s\) and \(s_j\), as a function of \(N\). \(l_\infty\) norm of the error for \(F_1\) computed at 101 points, uniformly distributed in \([0.1,14.6]\) and \([14.6,20]\). \(l_\infty\) norm of the error for \(F_2\) computed at 101 points, uniformly distributed in \([5,20]\) and \([20,30]\).

### 4.3 Gaver-Stehfest inversion using PHS+poly interpolation

We use the PHS+poly model to compute the inverse \(Lt\) by the GS method. According to the definition (13), the accuracy of the solution depends both on \(e_{discr}\) and \(e_{approx}\). In this section we are interested in estimating only the effects of \(e_{approx}\), on the computed solution; so we compare, assumed the same \(e_{discr}\), i.e. for fixed \(M\) and \(t\), the results produced by our model, with those ones in [28]. To assess the accuracy of this approach, we replicate several numerical experiments as in the Section 6.2 of [28], and for this reason the distributions of nodes and evaluation points are both uniform. The test functions considered are

(a) \(F_1(t) = 1/(x+1)\), \(f_1(t) = e^{-t}\),
(b) \(F_2(t) = 1/(x+1)^2\), \(f_2(t) = te^{-t}\),
(c) \(F_3(t) = 1/x^4\), \(f_3(t) = t^2/6\),
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which are collocated over a uniform data distribution on the interval \([a, b] = [0.05, 2]\) using \(N = 10, 20, 40, \ldots 120\) points. The results obtained, together with the ones computed by \(s_j\) in [28], are listed in Table 5. The accuracy is measured by means of the root mean square error of prediction (RMSEP),

\[
RMSEP = \sqrt{\frac{1}{P} \sum_{i=1}^{P} \left( \frac{(d_i - f_i(t))}{d_i} \right)^2}, \quad P = 101,
\]

where \(s\) is the interpolating model and \(w_i, i = 1, \ldots, P\), are the evaluation points, uniformly distributed in a subinterval \([c, d]\), such that \([a, b] \cap [c, d] \neq \emptyset\); indeed, in the experiments, only the first part of the evaluation points, belonging to \([c, d]\), falls into \([a, b]\). The GS method with \(M = 4\) terms is used, and so, all the GS fall inside \([c, d] = [0.069931, 2.7724]\).

Table 6 refers to the inversion results by GS. The relative errors \(|f_j(t) - f_j(t)|/|f_j(t)|\) when using the generalized spline \((s_j)\) and PHS+poly \((s)\) are listed for \(F_i\), \(k = 1, 2, 3\) with \(M = 4\) terms and \(N = 40\), and for \(F_3\) with \(M = 6\) and \(N = 120\). Observe that the improvement in the accuracy of the fitting model, reflects on the solution of the inversion problem by several orders of magnitude.

### Table 5: RMSEP for the two fitting models, the smoothing spline \((s_j)_{Dlog}\) and the PHS+poly fitting model \((s)_{log}\), at 101 points, uniformly distributed in \([c, d] = [0.069931, 2.7724]\).

| \(N\) | \((s_j)_{Dlog}\) & \(F_1\) | \((s_j)_{Dlog}\) & \(F_2\) | \((s_j)_{Dlog}\) & \(F_3\) |
|---|---|---|---|---|
| 10 | 4.2552e-03 | 8.1892e-04 | 8.4609e-03 | 1.6405e-03 | 2.7615e-01 | 1.3020e-03 |
| 20 | 3.5542e-03 | 9.3275e-06 | 7.0728e-03 | 1.8655e-05 | 1.1533e-01 | 1.2274e-02 |
| 40 | 3.2493e-03 | 9.0385e-07 | 6.4685e-03 | 1.8098e-06 | 9.0947e-02 | 1.2704e-03 |
| 80 | 3.1533e-03 | 4.0876e-07 | 6.2780e-03 | 7.8456e-07 | 8.7295e-02 | 2.1251e-04 |
| 120 | 3.0598e-03 | 1.1357e-06 | 6.0927e-03 | 2.6750e-06 | 8.4224e-02 | 2.5326e-05 |

### Table 6: Relative error \(|f_j(t) - f_j(t)|/|f_j(t)|\) when using smoothing spline \((s_j)_{Dlog}\) and PHS+poly \((s)_{log}\) for the Laplace transform inversion by GS. \(M = 4\) terms and \(N = 40\) are used for \(F_1\) and \(F_2\), \(M = 6\) and \(N = 120\) for \(F_3\).

| \(t\) | \((s_j)_{Dlog}\) & \(F_1\) | \((s_j)_{Dlog}\) & \(F_2\) | \((s_j)_{Dlog}\) & \(F_3\) |
|---|---|---|---|---|
| 1 | 1.5562e-01 | 7.5494e-05 | 8.0401e-02 | 3.9721e-05 | 1.6205e+00 | 9.3573e-02 |
| 2 | 4.7018e-08 | 1.3832e-12 | 3.7207e-08 | 8.0955e-13 | 5.8907e-03 | 1.3828e-10 |
| 3 | 6.0909e-06 | 1.1498e-10 | 5.2813e-06 | 7.7656e-11 | 1.3646e-07 | 3.7383e-09 |
| 4 | 4.8255e-05 | 3.2096e-10 | 3.4046e-05 | 1.9068e-10 | 2.0377e-05 | 2.3292e-07 |
| 5 | 1.8326e-04 | 8.3976e-10 | 1.1139e-04 | 4.4062e-10 | 2.3541e-05 | 4.3053e-06 |
| 6 | 1.3491e-04 | 2.7054e-10 | 9.0440e-05 | 1.3436e-10 | 1.9508e-06 | 8.1595e-08 |
| 7 | 3.1266e-05 | 4.7229e-10 | 1.2590e-05 | 2.0762e-10 | 6.1918e-05 | 6.3132e-07 |
| 8 | 7.6010e-04 | 7.2953e-10 | 2.3395e-04 | 2.8944e-10 | 3.8218e-03 | 3.1256e-05 |
| 9 | 1.1572e-03 | 3.0797e-09 | 5.2935e-04 | 6.4792e-10 | 1.0902e-02 | 8.3726e-05 |
| 10 | 1.9024e-02 | 3.1069e-08 | 5.0321e-03 | 8.1781e-09 | 1.1866e-02 | 1.0960e-04 |

## 5 Conclusions

The numerical inversion of the Lt is an ill-posed problem. Modifying a method to compute the ILt function requires a study of several sources of error and their propagation in the inversion formula. Numerical regularization techniques are generally adopted to deal with instabilities of the numerical algorithms. In this paper, we revised the Gaver-Stehfest inversion method by introducing a powerful approximation model, the PHS+poly, to accurately fit samples of the Lt used in the GS inversion formula. For this modification, we have proved theoretical bounds on the accuracy of the fitting model. Moreover, numerical evidences of the effectiveness of the proposed scheme in the inversion problem have been presented.
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