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Construction of Hurwitz Stability Intervals for Matrix Families
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Abstract

In this work, matrix families which consist of linear sum and convex combination have been determined.
In this process, Hurwitz stability, sensitivity and continuity theorems have been mentioned. The intervals
IL and IC of the matrix families have been determined so that the linear sum family L (A1, A2) and
convex combination family C (A1, A2) are Hurwitz stable. A method which based on continuity theorem
have been given to extend the intervals IL. The extended interval Ie

L which preserve Hurwitz stability
was obtained. An algorithm which based on the method have been given. Finally, the results have been
supported with the examples.

1 Introduction

Determining the stability of matrix families is one of the real problems of stability analysis. In this paper we will firstly present
the matrix families L (A1, A2) and C (A1, A2) which consist of linear sum and convex combination, respectively. The intervals IL

and IC will be determined to make these matrix families Hurwitz stable. A method will be given to extend the intervals IL. An
algorithm which based on the method will be given to obtain the extended interval I e

L. Although there are many studies on linear
sum and convex combination in the literature [1, 2], the difference of this paper is the use of continuity theorems for Hurwitz
stability.

In the literature, to be A∈ MN (C) , it is well known that the stability of the matrix A. According to Lyapunov’s theorem, the
matrix A is asymptotic stable if and only if eigenvalues of the matrix A lay in the left open half-plane, that is, Reλi(A) < 0 for
all i = 1, 2, . . . , N , where λi(i = 1, 2, . . . , N) stands for the eigenvalues of the coefficient matrix A [3, 4]. Let’s give the family of
Hurwitz stable matrices as follows;

HN = {A∈ MN (C) | Reλi(A)< 0 (i = 1,2, ..., N)} . (1)

A ∈ HN if σ(A) ⊂ CH = {z ∈ C | Re(z)< 0} which is called spectral criterion, where σ(A) = {λ | λ= λi(A)} is spectrum of the
matrix A [5]. In practice it is not so easy to determine the eigenvalue therefore the eigenvalue problem isn’t a well-posed problem.
Let’s take Aw =

�

ai j

�

∈ MN (R) ,

ai j =















−N + i − 1
(i + 1.5)× 10
w
0

i = j
j = i + 1 (i ≤ N − 1)
i = N , j = 1
others

. (2)

The matrix A0 is the Hurwitz stable but the matrix A1.5×101−N is non-Hurwitz stable since 0.5 ∈ σ(A1.5×101−N ) [3, 4, 6]. Therefore,
for the determination of stability, it is more convenient to use the parameters calculated with the help of the solution of a linear
algebraic equation which characterizing the stability. With this notion for linear systems, the stability problem is reduced to the
problem of the existence of a positive definite solution.

A∗F + FA+ I = 0 , F =

∞
∫

0

�

etA
�∗

etAd t , F = F ∗ > 0 (3)

According to Lyapunov’s theorem, if the Lyapunov matrix equation, which determines the Hurwitz stability, has a solution then
the matrix A is said to be Hurwitz stable [3, 4, 7]. However, existence of F does not enough to comment on quality. So we need a
parameter which determines the quality of the Hurwitz stability.
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Table 1: The quality of Hurwitz stability of the matrix Ak

k 1 2 3 4
κ(Ak) 1 382.556 485348 4.98503e+008

Hurwitz stability parameter κ(A) is defined as κ(A) = 2∥A∥∥F∥ ≥ 1, where ∥.∥ is spectral norm and it is defined as
∥A∥=max∥x∥=1 ∥Ax∥ [3, 8, 9]. The quality of the Hurwitz stability decreases as the values of the parameter κ(A) increases.

It is obvious that the equality (1) is equal the follow statement,

HN = {A∈ MN (C) | κ (A)<∞} .

Let’s examine the following the matrices in order to see the notion of quality of Hurwitz stability more easily. Let’s take Ak ∈ HN

as follow

Ak =

�

−1 10k−1 − 1
0 −1

�

, k ∈ N.

It is clear that, although σ (Ak) = {−1} for k ∈ N, it can be seen from the Table 1 that the values of κ (Ak) also increase as the
values of k increase. Also the quality of the Hurwitz stability increases as it approaches 1.

Moreover, κ∗ to be the practical Hurwitz stability parameter, where 1< κ∗ ∈ R and the users choose the value κ∗ in view of
their problem. If κ(A)≤ κ∗ then the matrix A is κ∗- Hurwitz stable matrix. Otherwise, the matrix A is κ∗- Hurwitz unstable matrix
[8, 9, 10].

In this paper, Hurwitz stability of the matrix families which consist of linear sum and convex combination were discussed. In
Section 2, the matrix families L (A1, A2) and C (A1, A2) were introduced, the intervals IL and IC were determined to make these
matrix families Hurwitz stable. Examples related to the subject were given. In Section 3, a method and an algorithm which based
on the continuity theorem to extend the intervals IL was given. At the end of, numerical examples were given.

2 Hurwitz Stability of New Matrix Families

Before giving matrix families, let’s give the continuity theorem which determining the sensitivity of the stability. We use this
theorem for Hurwitz stability. Let’s remember the set of Hurwitz stable matrices as follows;

HN = {A∈ MN (C) | κ(A)<∞} .

Theorem 2.1. Let A ∈ HN . If ∥B∥< ∥A∥
κ(A) then the matrix A+ B ∈ HN and

κ(A+ B)⩽
κ(A) (∥A∥+ ∥B∥)
∥A∥ − ∥B∥κ(A)

holds [11].

The two theorems, which will be given below, can be obtained from Theorem 2.1. Let’s take the matrix families L (A1, A2)
and C (A1, A2) which consist of linear sum and convex combination, respectively, as follow,

L (A1, A2) = {A(r) = A1 + rA2 | A1, A2 ∈ MN (C)} (4)

and
C (A1, A2) = {A(r) = (1− r)A1 + rA2 | A1, A2 ∈ MN (C)} . (5)

Let give the conditions and the intervals IL and IC that will make the matrix families L (A1, A2) and C (A1, A2) Hurwitz stable
as follow theorems.

Theorem 2.2. Let’s A1 ∈ HN , A2 ∈ MN (C) and r ∈ IL =
�

r, r
�

then the matrix family L (A1, A2) is Hurwitz stable, where

−l = u= ∥A1∥
∥A2∥κ(A1)

, l < r < r < u.

Proof. If A2 = 0 then A(r) = A1 and we know that A1 ∈ HN so A(r) ∈ HN too. Let us consider the given linear sum as follow

A(r) = A1 + rA2.

If we substitute it in the Lyapunov equation

(A1 + rA2)
∗ F + F (A1 + rA2) + I = 0

A∗1F − FA1 = −
�

I + r
�

A∗2F + FA2

��

.

At that rate,
C = I + r
�

A∗2F + FA2

�

> 0
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C = C∗ > 0 is available. The result obtained is written as follows

∥C∥ ≤ 1+ 2 |r| ∥A2∥∥F∥

then, if the found inequality is substituted in the equation which is the solution of the Lyapunov equation

F =

∞
∫

0

etA∗CetAd t

∥F∥ ≤ ∥C∥∥F1∥

∥F∥ ≤ (1+ 2 |r| ∥A2∥∥F∥)∥F1∥

∥F∥ ≤
∥F1∥

1− 2 |r| ∥A2∥∥F1∥

is obtained. We know that κ (A1) = 2∥A1∥∥F1∥ and κ (A) = 2∥A1 + rA2∥∥F∥. If the inequality is arranged through these equalities,
obtained as follows

κ (A)≤
(∥A1∥+ |r| ∥A2∥)κ (A1)
∥A1∥ − |r| ∥A2∥κ (A1)

.

While A1 ∈ HN , the following condition must be verified for A(r) to be Hurwitz stable

∥A1∥ − |r| ∥A2∥κ (A1)
(∥A1∥+ |r| ∥A2∥)κ (A1)

> 0.

Then if the inequality found is arranged with according to r, Hurwitz stability intervals (l, u) of matrix A(r) obtained, where

−l = u=
∥A1∥

∥A2∥κ (A1)
.

Theorem 2.3. Let’s A1 ∈ HN , A2 ∈ MN (C) and r ∈ IC =
�

r, r
�

then the matrix family C (A1, A2) is Hurwitz stable, where

−l = u= ∥A1∥
∥A2−A1∥κ(A1)

, l < r < r < u.

Proof. If we write A2 − A1 instead of A2 in Theorem 2.2, proof is clear from Theorem 2.2.

Example 2.1. Let us consider

A1 =

�

−1 β

α −2

�

, A2 =

�

1 0
0 1

�

.

For these matrices we know that ∥A2∥ = 1. Also we will chose the matrix A1 is Hurwitz stable. According to the Theorem
2.2, choosing α = β = 0, we get the values −l = u = 1; choosing α = 10, β = 0 or α = 0, β = 10, we get the values
−l = u = 0.0560947; choosing α = β = 1, we get the values −l = u = 0.381966. As can be seen here, choosing the values α
and β , we get different intervals which satisfy the Hurwitz stability of the matrix family L (A1, A2) .

One of the important point of the article, as can be seen here, it is possible to write the convex combination as a special case
of the linear sum. In other words, we can express the convex combination given as A(r) = (1− r)A1 + rA2 as a linear sum as
A(r) = A1 + r (A2 − A1). The other important point, in order to the matrix A(r) to be Hurwitz stable, determine the intervals IL

and IC using the Hurwitz stability of the matrix A1. So, at the same time, there is no need the stability of the matrix A2.

3 Extend of the Intervals

In the above section, the intervals IL and IC are found which preserve Hurwitz stability of matrix families. It is possible to extend
these intervals with a certain rule. In this section, the extended interval for the matrix families are given which preserve the
Hurwitz stability. On the other hand, in the literature, there are studies testing the Hurwitz stability of the interval matrices
(see. [12], [13]). The extended intervals to be obtained in this section also allow us to introduce the interval matrices with
Hurwitz stable, unlike testing the Hurwitz stability of the given interval matrices. To obtain the intervals, firstly, a method which
based on continuity theorems is given and afterwards, an algorithm which based on the method is given in here. So it can be
obtained bigger intervals which preserve the Hurwitz stability of matrix families. In this process, the stepsize is determined from
the continuity theorems which are Theorem 2.2 and Theorem 2.3. At the end of processing, the extended intervals are obtained.
These intervals are denoted by I e

L and I e
C . Let’s give a method as below.
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3.1 A method to find the extended interval I e
L

In this section, a method is given to extend the intervals obtained by Theorem 2.2 with the Hurwitz stable matrix A1 and the
matrix B, keeping the Hurwitz stability of the matrix family L (A1, B).

• IL =
�

r, r
�

have been created as l ⪅ r and r ⪅ u in Theorem 2.2. For r ∈ IL, the matrices A(r) = Ar = A1+ rB are Hurwitz
stable. The parameter r which indicate the stepsize is used to extend the interval. The initial value of r is chosen as r = r.

• To extend the upper bound r of the intervals IL, the following steps are done,

Ak = Ak−1 + rk−1B , r1 = r, k ≥ 2 (6)

uk =
∥Ak∥
∥B∥κ (Ak)

, (7)

rk < uk, (8)

uk = uk−1 + rk , u1 = r (9)

for k ≥ 2.

• The new matrix Ak in the equality (6) is obtained as Hurwitz stable. uk in equality (7) is calculated with Theorem 2.2. The
stepsize rk is chosen from the inequality (8). uk is the upper bound of the extended interval obtained in step k. At the end
of this process, the upper bound of the extended interval I e

L is obtained as u.

• To extend the lower bound r of the intervals IL, the following steps are done,

Ak = Ak−1 − rk−1B , r1 = r, k ≥ 2 (10)

uk =
∥Ak∥
∥B∥κ (Ak)

, (11)

rk < uk, (12)

lk = lk−1 − rk , l1 = r (13)

for k ≥ 2. Here, the matrix Ak given in (6) and (10) are the different matrices. At the end of this process, the lower bound
of the extended interval I e

L is obtained as l.

Remark 1. Let’s take A1 and B.

A1 =

�

−1 0
0 −2

�

, B =

�

1 0
0 1

�

.

From the Theorem 2.2, it is known that u = 1. This is also evident from the spectral criterion. Let’s take r = 0.9 from the
inequality (8). If the method is applied to get the upper bound, the stepsize is become smaller and the upper bound goes
indefinitely as u= 0.9. Similarly, if the method is applied to get the lower bound, the stepsize is become bigger and as iteration
continues indefinitely, the lower bound goes to the minus infinity. Because of these reasons, the working with unlimited intervals
is non-practical. To avoid these situations, the stopping criteria are given in the next section. Also, there is a need for a certain
rule regarding the selection of rk since the rk should be chosen close enough to the uk. So, for γ⪅ 1, rk = γ.uk is taken.

3.2 Algorithms

In this section, the stopping criteria are given and explains why these criteria are needed. These criteria prevent unnecessary
processing. So these criteria helps the given method to run smoothly and to obtain bigger interval. After a certain step, the
stepsize becomes too large or too small according to the criteria determined in each new values. Calculations with such values are
not practical due to some reasons (i.e. floating point arithmetic). Let us give the stopping criteria to avoid endless loop as follows,

• r∗ is called the practical parameter which chosen by user small enough [14]. If r ≥ r∗ then the calculation continues. On
the contrary, if r < r∗ then the calculation stops. If this parameter to be determined by the user is selected small enough,
the interval can be obtained as a bigger interval.

• R is a positive number which chosen by the user big enough. If r ≤ R then the calculation continues. On the contrary, if
r > R then the calculation stops. If this parameter to be determined by the user is selected big enough, the interval can be
obtained as a bigger interval.
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• κ∗ is practical Hurwitz stability parameter which chosen by user. If κ (Ar) ≤ κ∗ then the calculation continues. On the
contrary, if κ (Ar)> κ∗ then the calculation stops. Too large the value of κ (Ar) degrades the quality of Hurwitz stability. If
this parameter to be determined by the user is selected big enough, the interval can be obtained as a bigger interval.

Let’s give the following algorithms through the method.

Algorithm 1
Let’s give the following algorithm to extend the upper bound of the intervals IL.

1. Input;

A∈ HN , B,

r∗ - small enough,

κ∗, R - big enough,

γ⪅ 1.

2. Calculate ∥B∥.

3. Take k = 1, A0 := A, r0 := 0, u0 := 0.

4. Calculate;

Ak = Ak−1 + rk−1B , ∥Ak∥ , κ(Ak),

rk = γ
∥Ak∥
∥B∥κ(Ak)

,

uk = uk−1 + rk.

5. If rk < r∗ or rk > R or κ(Ak)> κ∗then finish the algorithm otherwise take k := k+ 1 and go 4. step.

6. Write the upper bound of interval u= uk.

Algorithm 2
Let’s give the following algorithm to extend the lower bound of the intervals IL.

1. Input;

A∈ HN , B,

r∗ - small enough,

κ∗, R - big enough,

γ⪅ 1.

2. Calculate ∥B∥.

3. Take k = 1, A0 := A, r0 := 0, l0 := 0.

4. Calculate;

Ak = Ak−1 − rk−1B , ∥Ak∥ , κ(Ak),

rk = γ
∥Ak∥
∥B∥κ(Ak)

,

lk = lk−1 − rk.

5. If rk < r∗ or rk > R or κ(Ak)> κ∗then finish the algorithm otherwise take k := k+ 1 and go 4. step.

6. Write the lower bound of interval l = lk.

Algorithm 3
Let’s give the last algorithm to combine the found values and write them as an interval I e

L.

1. Input;

A∈ HN , B,

r∗ - small enough,

κ∗, R - big enough,

γ⪅ 1.

2. Calculate;

u from Alg 1,

l from Alg 2.

3. Write I e
L =
�

l, u
�

.
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Table 2: The upper bound of the interval Ie
L obtained from the Algorithm 1 for γ= 0.9

A B κ∗ r∗ R r u k S.P.
−2× E11 − E22 500 0.01 100 0.45 262.342 15 R
−2× E11 − E22 5000 0.001 200 0.45 552.676 17 R

A1
1 E11 + E22 100 0.01 50 0.9 0.99 2 r∗

E11 + E22 200 0.001 500 0.9 0.999 3 r∗

−2× E12 50 0.06 100 0.45 3.08373 21 κ∗

−2× E12 150 0.03 200 0.45 4.56651 57 r∗

A2
1 −2× E11 − E22 10000 0.001 100 0.45 283.488 14 R
−2× E11 − E22 100000 0.0001 1000 0.45 2651.36 20 R
−2× E11 − E21 100 0.01 100 0.248754 273.19 16 R
−2× E11 − E21 200 0.001 200 0.248754 575.484 18 R

A3
1 E12 + E21 1000 0.01 100 0.497508 0.61345 3 κ∗

E12 + E21 10000 0.001 200 0.497508 0.61714 4 r∗

Table 3: The lower bound of the interval Ie
L obtained from the Algorithm 2 for γ= 0.9

A B κ∗ r∗ R r l k S.P.
−2× E11 − E22 500 0.01 100 -0.45 -0.495 2 r∗

−2× E11 − E22 5000 0.001 200 -0.45 -0.4995 3 κ∗

A1
1 E11 + E22 100 0.01 50 -0.9 -88.3872 7 R

E11 + E22 200 0.001 500 -0.9 -612.107 10 R
−2× E12 50 0.06 100 -0.45 -3.08373 21 κ∗

−2× E12 150 0.03 200 -0.45 -4.56651 57 r∗

A2
1 −2× E11 − E22 10000 0.001 100 -0.45 -0.4995 3 r∗

−2× E11 − E22 100000 0.0001 1000 -0.45 -0.49995 4 κ∗

−2× E11 − E21 100 0.01 100 -0.248754 -0.45949 6 r∗

−2× E11 − E21 200 0.001 200 -0.248754 -0.484445 10 κ∗

A3
1 E12 + E21 1000 0.01 100 -0.497508 -1.60957 4 κ∗

E12 + E21 10000 0.001 200 -0.497508 -1.61771 6 r∗

Here, the upper bound u is extended with Algorithm 1. The lower bound l is extended with Algorithm 2. These values
constitute of the Hurwitz stability interval I e

L =
�

l, u
�

of the L (A1, B) matrix family. In the algorithm given above the larger
bounds are obtained that preserve the Hurwitz stability of the given matrix family.

Remark 2. Let’s give some reviews of algorithm as below;

1. If k→∞, κ
�

Ark

�

→∞ then the stepsize is rk = γ.uk → 0, where k is the number of steps.

2. Let’s A1 ∈ HN , B such that A1 and B are the diagonal matrices. r ∈ (−∞, u) or r ∈ (l,∞) where u is the upper bound and l
is the lower bound obtained as a result of the algorithm. In this situation κ(Ar)→ 1+. Similarly, this situation can be write for
the lower triangular matrices or the upper triangular matrices. Specially if the matrices A1 = −α× IN (α > 0) , B = β × IN

are taken, where IN − N × N identical matrix, then r ∈
�

−∞, αβ
�

(β > 0) and r ∈
�

α
β ,∞
�

(β < 0). In this situation
κ (Ar) = 1.

Example 3.1. Let us consider the matrices A and B as follow,

A1
1 =

�

−1 0
0 −1

�

, A2
1 =

�

−1 0
0 −2

�

, A3
1 =

�

−1 1
0 −1

�

,

B =
2
∑

i=1

2
∑

j=1

δi j Ei j ,
2
∑

i=1

2
∑

j=1

δ2
i j ̸= 0.

Here Ei j is a real matrix which the element in position (i, j) equals 1 and all other elements are 0.
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The parameters κ∗, r∗ and R selected by the users, and the matrices A and B are the input elements of the algorithms. In
the examples, the lower and upper bounds of the intervals IL =

�

r, r
�

will be taken as −r = r = γ.u, where u is as defined
in Theorem 2.2 and γ ⪅ 1. The lower and upper bounds of the interval

�

l, u
�

are also the values of the extended interval I e
L

obtained by the Algorithm 1 and Algorithm 2. Stopping parameter (S.P.) indicates with which parameter the algorithms are
stopped. k indicates how many steps the algorithms stopped.

For example, according to Table 2, starting with the upper bound r = 0.45 (γ= 0.9, u= 0.5) for the matrices A1
1, B =

−2×E11−E22, the extended upper bound u is obtained as u = 262.342 in 15 steps with stopping parameter R at the end of process,
where the stopping criteria are chosen κ∗ = 250, r∗ = 0.01, R = 100. On the other hand, with same stopping criteria, according
to Table 3, starting with the lower bound r = −0.45 (γ= 0.9, u= 0.5) for the matrices A1

1, B = −2× E11 − E22, the extended
lower bound l is obtained as l = −0.495 in 2 steps with stopping parameter r∗ at the end of process. The values obtained from
the two tables constitute the extended interval matrix I e

L =
�

l, u
�

= [−0.495, 262.342] for the matrices A1
1, B = −2× E11 − E22.

Remark 3. Similar results are obtained if the operations for the intervals IL are also performed for the intervals IC . So, in this
paper, operations for the interval I e

C will not be repeated.

Remark 4. In this paper, calculations are made with the computer dialogue system MVC [15] .

4 Conclusion

In this study, new matrix families L (A1, B) and C (A1, B) based on linear sum and convex combination were created, respectively.
The IL and IC intervals that make these families Hurwitz stable were determined in Theorem 2.2 and Theorem 2.3 and supported
by examples. To obtain the extended the interval I e

L, firstly, the method which based on continuity theorem were given and
afterwards, the algorithms which based on the method were given. So bigger intervals which preserve the Hurwitz stability of
matrix families were obtained. The method and algorithms given in Section 3 for finding the extended interval I e

L can also be
easily used for finding the extended interval I e

C by making elementary arrangements. On the other hand, in many studies in the
literature, the matrices A1 and B were taken as Hurwitz stable but in this paper there is no need for the matrix B to be Hurwitz
stable. The method and algorithms given in this article can also be used to construct the interval matrices with Hurwitz stable.
So, this study, which is important for Hurwitz stable matrix families, has the feature of being a source due to the new results in it.

References

[1] S. Bialas. A sufficient condition for Hurwitz stability of the convex combination of two matrices. Control Cybernet., 33(1):109–112, 2004.

[2] N. K. Bose. Tests for Hurwitz and Schur properties of convex combination of complex polynomials. IEEE Trans., 36(9):1245–1247, 1989.

[3] A. Y. Bulgak(ov). Matrix computations with guaranteed accuracy in stability theory. Selçuk University, 1995.

[4] H. Bulgak. Pseudoeigenvalues, spectral portrait of a matrix and their connections with different criteria of stability. Error Control and
Adaptivity in Scientific Computing, 95–124, 1999.

[5] M. Voicu, O. Pastravanu. Generalized matrix diagonal stability and linear dynamical systems. Linear Algebra Appl., 419:299–310, 2006.

[6] J. H. Wilkinson. The Algebraic Problem. Clarendom Press, 1965.

[7] A. M. Lyapunov. The general problem of motion stability. Ann. of Math. Stud., 17, 1892.

[8] H. Ya. Bulgakov. Effectively calculable parameter of stability quality of systems of linear differential equations with constant coefficients.
Sibirsk. Mat. Zh., 21(3):32–41, 1980.

[9] A. Ya. Bulgakov, S. K. Godunov. Circle dichotomy of the matrix spectrum. Sib. Math. J., 29(5):59–70, 1988.

[10] H. Bulgak. Pseudospectrum and Different Quality of Stability Parameters. Continuum Mechanics, Applied Mathematics and Scientific
Computing: Godunov’s Legacy, Springer, Cham., 61–67, 2020.

[11] A. Duman, K. Aydin. Sensitivity of Hurwitz stability of linear differential equation systems with constant coefficients. Int. J. Geom. Methods
Mod. Phys., 14(06):1750084, 2017.

[12] A. Bulgak. The Algorithm for Computer Checking of Practical Regularity of Interval Matrices. PhD Thesis, Selcuk University, Graduate School
of Natural and Applied Sciences, 2000.

[13] A. Bulgak. Checking a practical asymptotic stability for an interval matrix. Selcuk University Applied Mathematics Research Center, No: 1,
2001.

[14] G. Çelik Kızılkan. Step size strategies on the numerical integration of the systems of differential equations. PhD Thesis, Selcuk University,
Graduate School of Natural and Applied Sciences, 2009.

[15] H. Bulgak, D. Eminov. Computer dialogue system MVC. Selcuk Journal of Applied Mathematics, 2(2):17–38, 2003.

Dolomites Research Notes on Approximation ISSN 2035-6803


	Introduction
	Hurwitz Stability of New Matrix Families
	Extend of the Intervals
	A method to find the extended interval ILe
	Algorithms

	Conclusion

