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Abstract

We consider polynomials orthogonal on the unit circle with respect to the complex-valued measure
zω−1 dz, where ω ∈R \ {0}. We derive their explicit form, a generating function and several recurrence
relations. These polynomials possess an intriguing pattern of zeros which, as ω varies, are reminiscent of
a firework explosion. We prove this pattern in a rigorous manner.

1 Introduction

The subject matter of this paper is a specific family of polynomials, orthogonal on the unit circle with respect to the complex-valued
measure dµ(z) = zω−1 dz, where ω ∈R \ {0}.

To motivate our interest (and the unusual name with which we have endowed them, skyburst polynomials), we commence
in Fig. 1.1 with a plot of the zeros of Sω9 , the 9th-degree orthogonal polynomial with respect to the above measure, as ω ≥ 0
increases. For ω= 0 the polynomial in question is zn, with all its zeros at the origin. As ω grows in (0,1), these zeros emerge
from the origin into the complex plane: one into the interval (−1, 0), the remaining eight along equiangular rays in C. Except for
the zero in (−1,0), as ω increases these zeros form eight loops, returning to the origin at ω= 1. Subsequently (in the second
figure), the eight zeros emerge for ω> 1 from the origin: one is ‘trapped’ in (−1,0), the rest form seven loops in the complex
plane, eventually returning to the origin at ω = 2. Similar state of affairs unfolds in subsequent figures, each displaying zeros for
ω ∈ [m, m+ 1] for increasing integer m: at each integer value of m one more zero travels into (−1, 0) and stays there, the rest
loop a loop in the complex plane, returning to the origin at the next integer value – until ω = 8, when all the zeros live in (−1, 0)
and remain there as ω> 8.

Examining the trajectories of zeros as ω increases, the picture resembles a firework explosion, followed by a sequence of
increasingly smaller (in both magnitude and complexity) explosions and eventually followed by a ‘fizzle’. This is the reason for
the name “skyburst polynomials”.

A major feature of skyburst polynomials is that they possess a surprisingly simple explicit form: as proved in Section 2, the
monic polynomials are

Sωn (z) = zn
2F1

�

−n,−ω;
−n−ω;

−
1
z

�

.

This, in itself, is fairly remarkable, because so few orthogonal polynomial systems on the unit circle are known in their explicit
form [1, 5] and it acts as a gateway towards a surprisingly simple generating function and a wealth of recurrence relations: this
is the theme of Section 3. More effort is required to examine in great detail the observations that we have just made in Fig. 1.1
and prove them rigorously for every n ∈N. This is done in Section 4, building upon the material of Section 3.

In general, exceedingly little is known on orthogonal polynomials (whether on the real line or the unit circle) with respect
to complex-valued measures. The one substantive result, [2], indicates that, for a specific, parameter-dependent family of
polynomials orthogonal on the real line, the zeros behave in a highly complicated manner. That paper also emphasises the
advantage of examining the zeros as a function of a parameter: for each individual value we have just a number of points in C
but, once we examine the evolution of these points as the parameter varies, the full (and intricate!) picture emerges. The current
paper, the first to consider orthogonal polynomials on the unit circle in this setting, highlights a similar state of affairs. A snapshot
of the zeros of Sn

9 (cf. Fig. 1.1) tells us very little but the complete ‘movie’ as ω evolves indicates the underlying structure which,
as we do in this paper, needs be subjected to rigorous analysis.
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Figure 1.1: Zeros of Sω9 in intervals m≤ω≤ m+ 1, m= 0, 1, . . . , 7.

ω ∈ [0,1] ω ∈ [1,2] ω ∈ [2,3]

ω ∈ [3,4] ω ∈ [4,5] ω ∈ [5,6]

ω ∈ [6,7] ω ∈ [7,8]

2 Skyburst polynomials

Let ω ∈R \ {0} and dµ(z) = zω−1 dz. We consider the complex-valued bilinear form

〈 f , g〉ω =
1

2πi

∫

T
f (z)g(z̄)zω−1 dz =

1
2π

∫ π

−π
f (eiθ )g(e−iθ )eiωθ dθ , (2.1)

where T is the complex unit circle. Since ω 6= 0, (2.1) is not a genuine inner product, since 〈 f , f 〉ω = 0 does not imply f = 0, yet
this need not preclude the existence of orthogonal polynomials. Like in [2] in the case of orthogonal polynomials on the real line
with complex-valued measures, while important elements of classical theory are lost, the construct itself is amenable to analysis.
While we cannot be assured a priori for all n ∈ Z+ and ω of the existence of a monic nth-degree polynomial Sωn , orthogonal with
respect to (2.1), it turns out that it always exists except for a finite number of values of ω and, moreover, such polynomials can
be described explicitly and their zeros display intriguing patterns as ω varies.

We assume for the time being that ω> 0: this assumption, rendering our analysis considerably simpler, will be lifted toward
the end of this section.

For reasons already explained in Section 1 and examined rigorously in the sequel, we call the Sωn s skyburst polynomials.
We recall from [5, p.65] that an nth degree monic polynomial pn, orthogonal on the unit circle with respect to the measure
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dµ(z) = w(z)dz, can be represented in determinantal form,

pn(z) =
1
tn

det











µ0 µ1 · · · µn−1 1
µ−1 µ0 · · · µn z

...
...

...
...

µ−n µ−n+1 · · · µ−1 zn











, (2.2)

using the moments of the underlying measure,

µn =
1

2πi

∫

T
znw(z)

dz
z
=

1
2π

∫ π

−π
einθw(eiθ )dθ , n ∈ Z

and

tn = det











µ0 µ1 · · · µn−1

µ−1 µ0 · · · µn−2
...

...
...

µ−n+1 µ−n+2 · · · µ0











, n ∈ Z+. (2.3)

Being purely algebraic constructs, (2.2) and (2.3) remain valid for complex-valued measures.
In the case of skyburst polynomials the moments are

µωn =
(−1)n

π

sinπω
ω− n

, n ∈ Z, ω> 0.

Because of (2.3), Sωn exists if and only if tωn = tn 6= 0 and is bounded.

Lemma 2.1. Let ω ∈R \Z, Then it is true that

tωn =
�

sinπω
πω

�n
∏n−1

`=0 `!
2

∏n−1
k=1(k2 −ω2)n−k

, n ∈ Z+, ω ∈R, (2.4)

hence Sωn exists.

Proof. The moments of (2.1) are

µωn = (−1)n
sinπω
π

1
n+ω

, n ∈ Z,

and substitution into (2.3) results in

tn =
�

sinπω
π

�n

det















1
ω − 1

ω+1
1
ω+2 · · · (−1)n−1

ω+n−1

− 1
ω−1

1
ω − 1

ω+1 · · · (−1)n−2

ω+n−2

...
...

...
...

(−1)n−1

ω−n+1
(−1)n−2

ω−n+2
(−1)n−3

ω−n+3 · · · 1
ω















=
�

sinπω
π

�n

det













1
ω

1
ω+1

1
ω+2 · · · 1

ω+n−1
1
ω−1

1
ω

1
ω+1 · · · 1

ω+n−2

...
...

...
...

1
ω−n+1

1
ω−n+2

1
ω−n+3 · · · 1

ω













.

The way we have obtained the second determinant is by pulling a factor of −1 from every odd (counting from zero) row and
column of the first determinant. This gives a factor of (−1)2n = 1.

We identify the last expression as a determinant of a Cauchy matrix, where the (k,`) element is 1/(xk + y`), k,` = 0, . . . , n−1.
The determinant of such a matrix is

∏n−1
k=1

∏k−1
`=0(xk − x`)(yk − y`)

∏n−1
k=0

∏n−1
`=0(xk + y`)

[4]. The lemma follows by straightforward algebra once we let xk =ω+ k, yk = −k.

Corollary 2.2. The polynomial Sωn exists and is of degree n for all ω 6∈N.
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Proof. Follows from (2.4) because

tm
n =

∏n−1
`=0 `!

2

(πm)n

n−1
∏

k=1
k 6=m

(k2 −m2)k−n lim
ω→m

sinnπω

(m2 −ω2)n−m
= 0, m ∈N,

otherwise tωn 6= 0.
Moreover, the coefficient of zn in Sωn is tn−1/tn, according to (2.2), and this is nonzero for ω 6∈N by a similar argument.

The following theorem presents an explicit formula for the skyburst polynomials Sωn .

Theorem 2.3. Let ω> 0. It is true that

Sωn (z) = zn
2F1

�

−n,−ω;
−n−ω;

−
1
z

�

, n ∈ Z+. (2.5)

Proof. It is enough to prove that the monic polynomial given in (2.5) is orthogonal to zk, k = 0, . . . , n− 1, with respect to the
underlying bilinear form 〈 · , · 〉ω. It follows from (2.5) that

〈Sωn , zk〉ω =
i

2π

∫ π

−π

n
∑

`=0

(−1)`
(−n)`(−ω)`
`!(−n−ω)`

ei(n−`−k+ω)θ dθ

=
1

2π

n
∑

`=0

(−1)`
(−n)`(−ω)`
`!(−n−ω)`

ei(n−`−k+ω)π − e−i(n−`−k+ω)π

n− `− k+ω

=
(−1)n−ki sinπω
π(k− n−ω) 3F2

�

−n,−ω, k− n−ω;
−n−ω, k− n−ω+ 1;

1

�

=
(−1)n−ki sinπω
π(k− n−ω)

rωn,k,

where

rωn,k = 3F2

�

−n,−ω, k− n−ω;
−n−ω, k− n−ω+ 1;

1

�

.

It is thus sufficient to prove that rωn,k = 0 for k = 0, . . . , n− 1 and every n ∈N. (We already know from Corollary 1 that rωn,n 6= 0,
because Sωn is of degree n.)

We do so by first proving a mixed recurrence which is of its own independent interest: the polynomials Sωn , as defined by
(2.5), satisfy

Sωn (z) = zSωn−1(z) +
ω2

(ω+ n− 1)(ω+ n)
Sω−1

n−1 (z), n ∈N. (2.6)

At the first instance, it follows from (2.5) that

Sωn (z)− zSωn−1(z) = zn

�

n
∑

`=0

(−1)`
(−n)`(−ω)`
`!(−ω− n)`

z−` −
n−1
∑

`=0

(−1)`
(−n+ 1)`(−ω)`
`!(−ω− n+ 1)`

z−`
�

.

Since
(−n)`(−ω)`
`!(−ω− n)`

−
(−n+ 1)`(−ω)`
`!(−ω− n+ 1)`

= −
ω2

(ω+ n− 1)(ω+ n)
(−n+ 1)`−1(−ω+ 1)`−1

(`− 1)!(−ω− n+ 1)`−1
,

we deduce that

Sωn (z)− zSωn−1(z) = −
ω2

(ω+ n− 1)(ω+ n)
zn−1

n
∑

`=1

(−1)`
(−n+1)`−1(−ω+1)`−1

(`−1)!(−ω−n+2)`−1
z−`+1

=
ω2

(ω+ n− 1)(ω+ n)
zn−1

n−1
∑

`=0

(−1)`
(−n+ 1)`(−ω+ 1)`
`!(−ω− n+ 2)`

z−`

=
ω2

(ω+ n− 1)(ω+ n)
zn−1

2F1

�

−n+ 1,−ω+ 1;
−ω− n+ 1;

z−1

�

=
ω2

(ω+ n− 1)(ω+ n)
Sω−1

n−1 (z)

and (2.6) is true.
Consequently, by induction, the formula being true for n= 0 and n= 1 by direct computation,

〈Sωn , zk〉ω =
i

2π

∫ π

−π
Sωn (e

iθ )ei(−k+ω)θ dθ =
i

2π

∫ π

−π
Sωn−1(e

iθ )ei(−k+ω)θ dθ

+
ω2

(ω+ n− 1)(ω+ n)
i

2π

∫ π

−π
Sω−1

n−1 (e
iθ )ei(−k+ω−1)θ dθ

= 〈Sωn−1, zk〉ω +
ω2

(ω+ n− 1)(ω+ n)
〈Sω−1

n−1 , zk〉ω−1 = 0
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for k = 0, . . . , n−2. All we need to prove is that 〈Sωn , zn−1〉ω = 0, 〈Sωn , zn〉 6= 0, and to this end it is sufficient to prove that rωn,n−1 = 0
and rωn,n 6= 0 respectively. But

rωn,n−1 = 3F2

�

−n,−ω,−ω− 1;
−n−ω,−ω;

1

�

= 2F1

�

−n,−ω− 1;
−n−ω;

1

�

= (−1)n
(−n+ 1)n
(−n−ω)n

= 0,

where we have used the standard Vandermonde formula to sum up 2F1 series at z = 1. Since our stipulated form of Sωn is monic,
the expression (2.5) follows – as does (2.6), which might be of an independent interest.

Finally, it follows that rωn,n 6= 0 from (2.6) by easy induction and our proof is done.

Corollary 2.4. For every m, n ∈N
z−nSm

n (z) = z−mSn
m(z). (2.7)

The time has come to lift the assumption that ω> 0: since S0
n(z) = zn is a simple and very well-known case, we need just to

consider the case ω< 0.

Lemma 2.5. Let ω> 0, ω 6∈ {1, 2, . . . , n}, then

S−ωn (z) = (−1)n
(ω)n
(1−ω)n

znSω−1
n (z−1). (2.8)

Proof. Direct substitution in (2.5) (which has been obtained without assuming the sign of ω 6= 0) yields

znS−ωn (z
−1) = 2F1

�

−n,ω;
−n+ω;

− z

�

=
n
∑

`=0

�

n
`

�

(ω)n−`
(−n+ω)n−`

zn−`.

But

(ω)n−` = (−1)`
(ω)n

(−n−ω+ 1)`
,

(−n+ω)n−` = (−1)n−`
(1−ω)n
(1−ω)`

,

therefore, following simple algebra,

znS−ωn (z
−1) = (−1)n

(ω)n
(1−ω)n

Sω−1
n (z).

The expression (2.8) follows by replacing z with z−1.

Note that Sm
n blows up for m ∈ {1, 2, . . . , n}, because the denominator of the hypergeometric function vanishes. This comes as

a little surprise: the main message of (2.8) is that, flipping the sign of a non-integer ω is equivalent to conformally reflecting a
skyburst polynomial (with a unit shift in parameter) in respect to the unit circle. Such a reflection takes the origin to infinity and
we have already seen, e.g. in (2.7), that Sωn vanishes at the origin for ω ∈ {0, 1, . . . , n− 1}.

3 Recurrences and generating functions

We have already obtained the mixed recurrence relation (2.6) in the course of proving Theorem 2.3. This formula is interesting
in the following sense. Polynomials orthogonal on the unit circle with respect to a real-valued measure obey the Szegő recurrence

pn+1(z) = zpn(z)− ᾱnp∗n(z), n ∈N, (3.1)

for a sequence of Verblunski coefficients αn [5, p. 2], where p∗n(z) = znpn(z̄−1). It is easy, though, to compute

Sωn
∗(z) = 2F1

�

−n,−ω;
−n−ω;

− z

�

and verify that (3.1) does not hold for skyburst polynomials. This is not very surprising, since the underlying measure is complex
valued. However, the surprising fact is that the above recurrence is replaced by (2.6): instead of a conjugate Sωn

∗ we have Sω−1
n ,

with a shifted parameter. Moreover, in this section we prove several other recurrence relations.
The following mixed recurrence can be proved directly.

Lemma 3.1. For every n ∈N
Sω+1

n (z) = Sωn (z) +
n2 z

(ω+ n)(ω+ n+ 1)
Sωn−1(z). (3.2)
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Proof. We compute directly, using (2.5),

Sω+1
n (z)− Sωn (z) =

n
∑

`=1

�

n
`

��

(−ω− 1)`
(−ω− 1− n)`

−
(−ω)`
(−ω− n)`

�

zn−`

=
n
∑

`=1

�

n
`

�

(−ω)`−1

(−ω− 1− n)`+1
`nzn−`

= n2
n−1
∑

`=0

−1
�

n− 1
`

�

(−ω)`
(−ω− n− 1)`+2

zn−1−`

=
n2z

(ω+ n)(ω+ n+ 1)

n−1
∑

`=0

�

n− 1
`

�

(−ω)`
(−ω− n+ 1)`

zn−1−`

=
n2z

(ω+ n)(ω+ n+ 1)
Sωn−1(z).

As a gateway to further recurrence relations, we prove the existence of a surprisingly neat generating function.

Theorem 3.2. It is true that
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n =

(1+ T )ω

(1− zT )ω+1
, |zT |< 1. (3.3)

Proof. We have

Gω(z, T ) =
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n =

∞
∑

n=0

(1+ω)n
n!

T n
n
∑

`=0

(−1)`
n!(−ω)`zn−`

`!(n− `)!(−ω− n)`

=
∞
∑

`=0

(−1)`

(−ω)`
`!
∞
∑

n=`

(1+ω)nzn−`T n

(n− `)!(−ω− n)`

=
∞
∑

`=0

(−1)`(−ω)`T `

`!

∞
∑

n=0

(1+ω)n+`(Tz)n

n!(−ω− n− `)`
.

But
(1+ω)n+`
(−ω− n− `)`

=
(1+ω)n(n+ 1+ω)`
(−1)`(ω+ n+ 1)`

= (−1)`(ω+ 1)n,

therefore

G(z, T ) =
∞
∑

`=0

(−ω)`T `

`!

∞
∑

n=0

(ω+ 1)n(Tz)n

n!
= 1F0

�

−ω;
—;

T

�

1F0

�

ω+ 1;
—;

Tz

�

=
(1+ T )ω

(1− Tz)ω+1
,

summing up the binomial 1F0 series explicitly [3, p. 74].

The generating function (3.3) is a pathway to a wide array of results. For example, expanding Gω(−1, T ), we obtain at once

Sωn (−1) = (−1)n
n!

(1+ω)n
6= 0, n ∈ Z+, ω> 0, (3.4)

an expression which will be useful in Section 4. With minor effort, (3.4) can be generalised.

Lemma 3.3. For every m ∈ Z+ it is true that

dmSωn (−1)

dzm
= (−1)n−mn!

(1+ω)m
(1+ω)n

�

n
m

�

, n≥ m, ω> 0. (3.5)

Therefore

Sωn (z) =
(−1)n

(1+ω)n
2F1

�

−n, 1+ω;
1;

1+ z

�

.
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Proof. Differentiating (3.3) and letting z = −1, we have

∞
∑

n=m

(1+ω)n
n!

dmSωn (z)

dzm
T n = (1+ T )ω

dm

dzm

1
(1− Tz)ω+1

=
(1+ω)mT m

(1+ T )m+1

= (1+ω)mT m
1F0

�

m+ 1;
—;

− T

�

= (1+ω)m
∞
∑

n=m

�

n
m

�

(−1)n−mT n

and deduce (3.5). Therefore

Sωn (z) =
n
∑

m=0

1
m!

dmpωn (−1)

dzm
=
(−1)nn!
(1+ω)n

n
∑

m=0

(−1)m
�

n
m

�

(1+ω)m
m!

(1+ z)m

=
(−1)nn!
(1+ω)n

2F1

�

−n, 1+ω;
1;

1+ z

�

and the proof is complete.

The generating function also lends itself toward the derivation of lifting and lowering recurrences for skyburst polynomials.

Theorem 3.4. The following lifting

(2+ω)n
n!

Sω+1
n (z) = (1+ z)

n−1
∑

`=0

(1+ω)`
`!

zn−`−1Sω
`
(z) +

(1+ω)n
n!

Sωn (z) (3.6)

and lowering
(ω)n

n!
Sω−1

n (z) = (1+ z)
n−1
∑

`=0

(−1)n−`
(1+ω)`
`!

Sω
`
(z) +

(1+ω)n
n!

Sωn (z) (3.7)

recurrences are valid for every n ∈ Z+.

Proof. We commence by proving (3.6). Since

1+ T
1− Tz

= 1+ (1+ z)
∞
∑

`=1

z`−1T `,

it follows from (3.3) that

∞
∑

n=0

(2+ω)n
n!

Sω+1
n (z)T n =

(1+ T )ω+1

(1− Tz)ω+2

=

�

1+ (1+ z)
∞
∑

`=1

z`−1T `
� ∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n

=
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n + (1+ z)

∞
∑

`=1

z`−1
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n+`

=
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n + (1+ z)

∞
∑

`−1

z`−1
∞
∑

n=`

(1+ω)n−`
(n− `)!

Sωn−`(z)T
n

=
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n + (1+ z)

∞
∑

n=1

n
∑

`=1

(1+ω)n−`
(n− `)!

z`−1Sωn−`(z)T
n

=
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n + (1+ z)

∞
∑

n=1

n−1
∑

`=0

(1+ω)`
`!

zn−`−1Sω
`
(z)T n

and the assertion (3.6) follows by comparing powers of T .
Similarly,

1− Tz
1+ T

= 1+ (1+ z)
∞
∑

`=1

(−1)`T `,
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therefore
∞
∑

n=0

(ω)n
n!

Sω−1
n (z)T n =

(1+ T )ω−1

(1− Tz)ω
=

1− Tz
1+ T

×
(1+ T )ω

(1− Tz)ω+1

=

�

1+ (1+ z)
∞
∑

`=1

(−1)`T `
� ∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n

=
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n + (1+ z)

∞
∑

`=1

(−1)`
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n+`

=
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n + (1+ z)

∞
∑

n=1

n−1
∑

`=0

(−1)n−`
(1+ω)`
`!

Sω
`
(z)T n

and, comparing powers of T , the proof of (3.7) follows.

The generating function (3.3) is a convenient pathway towards a differential recurrence for skyburst polynomials.

Lemma 3.5. The recurrence

(ω+ n)
dSωn (z)

dz
= nz

dSωn−1(z)

dz
+ n(1+ω)Sωn−1(z) (3.8)

holds for all n ∈ Z+.

Proof. We again commence from the generating function (3.3). Since
∞
∑

n=0

(1+ω)n
n!

dSωn (z)

dz
T n = (ω+ 1)T

(1+ T )ω

(1− Tz)ω+2
,

we have

(1− Tz)
∞
∑

n=0

(1+ω)n
n!

dSωn (z)

dz
T n = (1+ω)T

(1+ T )ω

(1− Tz)ω+1

= (1+ω)T
∞
∑

n=0

(1+ω)n
n!

Sωn (z)T
n+1.

Therefore, since Sω0 ≡ 1,

∞
∑

n=1

(1+ω)n
n!

dSωn (z)

dz
T n − z

∞
∑

n=1

(1+ω)n−1

(n− 1)!

dSωn−1(z)

dz
T n

= (1+ω)
∞
∑

n=1

(1+ω)n−1

(n− 1)!
Sωn−1(z)T

n

and we deduce the differential recurrence (3.8) comparing powers of T .

Finally in this section, we demonstrate that the skyburst polynomials obey a second-order linear differential equations –
something that should come as little surprise, because of their relation to hypergeometric functions.

Theorem 3.6. The function Sωn obeys the differential equation

−z(1+ z)
d2Sωn (z)

dz2
+ [1− (2+ω− n)(z + 1)]

dSωn (z)

dz
+ (1+ω)nSωn (z) = 0, (3.9)

with regular-singular points at −1 and 0.

Proof. Our starting point is Lemma 3.3. A hypergeometric function

y(z) = 2F1

�

a, b;
c;

z

�

obeys the differential equation
x(1− x)y ′′(x) + [c − (a+ b+ 1)x]y ′(x)− ab y(x) = 0

[3, p. 54]. The equation (3.9) follows by letting a = −n, b = 1+ω, c = 1 and y = 1+ z.

Corollary 3.7. All the zeros of Sωn , except possibly at the origin, are simple.

Proof. Suppose that Sωn (z̃) = dSωn (z̃)/dz = 0 for some z̃ ∈ C \ {−1,0}. Solving (3.9) with these initial conditions we obtain
Sωn ≡ 0, a contradiction. Moreover, Sωn (−1) 6= 0 according to (3.4).
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Note that it follows at once from (2.5) that

Sωn (0) =
(−ω)n
(−n−ω)n

6= 0

unless ω ∈ {0, 1, . . . , n− 1}, when (2.7) implies that Sωn has a zero of multiplicity n−m.

4 The pattern of the zeros

Orthogonal polynomials on the real line with respect to complex-valued highly oscillatory measures have been investigated in [2].
Perhaps their most fascinating feature is the behaviour of their zeros. The zeros no longer reside in the support of the measure.
As an example (as a matter of fact, the only example investigated at depth), consider the inner product

〈〈 f , g〉〉ω =
∫ 1

−1

f (x)g(x)eiωx dx , ω≥ 0.

As the parameter ω grows, the zeros of the orthogonal polynomial pωn trace n trajectories in the complex plane: each such
trajectory commences at a zero of a Legendre polynomial and, as ω→∞, tends to either +1 or −1. However – and this is
the reason to their name in [2], kissing polynomials, these trajectories do not stay distinct: at certain points ω∗ they ‘kiss’: the
trajectory of pω

∗

n briefly touches the trajectory of the zeros of pω
∗

n−1. These are precisely the points where the Hankel determinant

tω
∗

n vanishes and, at that instance, pω
∗

n−1 and pω
∗

n coincide. (In other words, pω
∗

n is of degree n− 1.)

Figure 4.1: Zeros of Sωn for n= 2, . . . , 10.

We might expect similar behaviour from the OPUC Sωn defined by the bilinear form (2.1), yet this is not the case! We focus in
this section on ω> 0 because, in light of Lemma 2.5, the pattern for ω< 0 is the same, subject to the conformal map z→ z−1

and unit shift of ω.
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Fig. 4.1 displays the zero trajectories of Sωn , 2≤ n≤ 10, in the complex plane as ω varies between 0 and +∞. It provides an
explanation for the name we have endowed them with, skyburst polynomials. As ω increases from the origin, the zeros ‘burst’
from the origin (not surprising, since S0

n(z) = zn) into the complex plane, after a while the n trajectories all loop back to the origin,
zeros become real, negative and they slowly move towards −1, a point they collectively reach as ω→ +∞. However, they do
now kiss: the trajectories remain separate from each other. This is evident from Fig. 4.2, a closeup of the zeros of Sω4 and Sω5 . The
trajectories cross each other, but these encounters occur at distinct values of ω: it is possible for a zero of Sω1

4 to coincide with a
zero of Sω2

5 for ω1 6=ω2. The reason is that, once tωn vanishes, so do other minors in the determinantal representation of Sωn ,

Sωn (z) =
1
tωn

det











µ0 µ1 · · · µn−1 1
µ−1 µ0 · · · µn z

...
...

...
...

µ−n µ−n+1 · · · µ−1 zn











,

where the µns are the moments.

Figure 4.2: A closeup of the zeros of Sω4 and Sω5 .

More detailed examination of the zero trajectories of Sωn for n≥ 2 reveals an intriguing pattern. We claim – and this will be
proved rigorously in the sequel – that, as ω> 0 grows, there are two regimes:

Burst: For m = 1, . . . , n−1 and m−1≤ω≤ m the pattern is as follows: at ω = m−1 n−m trajectories ‘burst’ into the complex
plane at angles which are multiples of 2π/(n−m): if n−m is odd, one of them does so along the positive ray. As ω grows,
the trajectories sketch a loop, ultimately returning to the origin when ω= m. The trajectory along the positive ray (if it
exists) is ‘flattened’: at certain point in (m− 1, m) it loops back to the origin, all along positive values. The remaining m
zeros of Sωn live in (−1,0).

Fizzle: The fireworks are over once ω> n. All the zeros are then ‘trapped’ in (−1, 0), ultimately tending to −1 as ω→∞.

We now confirm the above claims. Since Sω1 (z) = z + ω
1+ω , for n = 1 we have a single zero in (−1,0). Let us now

progress by induction, assuming that all the zeros of Sn
m are in (−1,0) for m ≥ n+ 1. Because of (2.7), it thus follows that

Sm
n (z) = zn−mSn

m(z), m ∈ {0,1, . . . , n− 1}, has zeros of multiplicity m zeros – actually, because of Corollary 3, m simple zeros –
in (−1,0), as well as a zero at the origin of multiplicity n−m. Consider ω= m+ ε for 0< ε� 1. As ε grows away from zero,
Sm+ε

n (z) = Sm
n (z) + ε∂ Sm

n (z)/∂ ε +O
�

ε2
�

. But it follows from (2.5) and (2.7) that

Sm+ε
n (z) =

n!2zn−m

(n−m)!(n+m)!
[1+O(z)]− ε(−1)n−m m!2(n−m− 1)!

(n+m)!
[1+O(z)] +O

�

ε2
�

.

Dolomites Research Notes on Approximation ISSN 2035-6803



Cantero · Iserles 41

We are interested in the n−m zeros emanating from the origin for m+ ε: suppose that such a zero is rεe
iθε , where 0< r � 1 –

actually, r ≈ ε1/(n−m). Therefore

θε ∈
§

π+
2πk

n−m
: k = 0, . . . , n−m− 1

ª

– the zeros leave the origin in n−m trajectories. One (for k = 0) leads into (−1, 0), the other emerge into C \ (−1, 0) in n−m−1
equiangular rays. (If n−m is even one of these rays proceeds along the positive ray.)

Let us consider what happens as ε increases in (0, 1). The zero in (−1, 0) cannot return to the origin or cross −1, because it
follows at once from (2.5) that Sωn (0) 6= 0 for non-integer ω, while Sωn (−1) 6= 0 because of (3.4). There is another theoretical
possibility for zeros to leave (−1, 0): the trajectories of two (or more) zeros coalesce at a point and thence emerge into C\ (−1, 0).
This is rules out by Corollary 3.7 because a point of zero coalescence is a zero of nontrivial multiplicity.

What about the n − m − 1 zero trajectories that have emerged into C \ (−1,0)? They evolve there as ω increases until
ω = m+1, when they must return to the origin because Sm+1

n (z) = zn−m−1Sn
m+1(z) and each forms a loop because of the continuity

of (simple!) zeros. No zero trajectory may approach the negative ray (in particular the interval (−1,0)) because the trajectory
have z↔ z̄ symmetry and such an encounter will bring two trajectories together: again, this is ruled out by Corollary 3.7. Once
n−m is even, one of the trajectories at ω = m emerges into the positive ray and (again, by simplicity of zeros) it stays there until
ω= m+ 1.

In other words, in each intervalω ∈ (m, m+1) for m = 0, 1, . . . , n−1 there are n−m−1 zero trajectories looping in C\(−1, 0),
while the remaining m+ 1 zeros live in (−1,0). Once ω exceeds n, all the zeros are in (−1,0) and it is trivial to note that, by
(2.5),

lim
ω→∞

Sωn (z) = (1+ z)n

– ultimately, all the zeros congregate at −1. This completely explains the pattern visible in Fig. 4.1.
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