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Maximal operators on variable Lebesgue and Hardy spaces and
applications in Fourier analysis

Ferenc Weisz a

Abstract

We summarize some results about the variable Lebesgue, Hardy and Hardy-Lorentz spaces Lp(·)(X),
Hp(·)(X) and Hp(·),q(X), where X= T or X= R or X= [0,1). Besides the usual Hardy-Littlewood and
Doob maximal functions, we introduce new dyadic maximal functions and show that they are bounded
on Lp(·)(X) provided that 1 < p− ≤∞. We present the atomic decompositions of the spaces Hp(·)(X)
and Hp(·),q(X). As application in Fourier analysis, we consider the Fejér, Cesàro and Riesz summability
of trigonometric and Walsh-Fourier series and Fourier transforms. Under some conditions, we prove
that the maximal operators of the corresponding means are bounded from Hp(·)(X) to Lp(·)(X) and from
Hp(·),q(X) to Lp(·),q(X). This implies some norm and almost everywhere convergence results of the Fejér,
Cesàro and Riesz means.

1 Introduction

In this survey paper we summarize some results about variable Lebesgue, Hardy and Hardy-Lorentz spaces and about the
summability of trigonometric and Walsh-Fourier series and Fourier transforms. Let p(·) : R→ (0,∞] be a measurable function
satisfying the globally log-Hölder condition. We will consider the variable Lebesgue space Lp(·)(X) with X = [0, 1), X = T or X = R.
It generalizes the classical Lebesgue space: when p(·)≡ p is a constant, then Lp(·)(X) = Lp(X). Interest in the variable Lebesgue
spaces has increased since the 1990s because of their use in a variety of applications, such as in fluid dynamics, image processing,
partial differential equations, variational calculus and harmonic analysis (see e.g. [1, 2, 6, 9, 13, 29, 31, 43, 57, 73, 90]).

We also introduce the variable martingale or (tempered) distribution Hardy and Hardy-Lorentz spaces Hp(·)(X) and Hp(·),q(X).
These spaces are investigated very intensively in the literature nowadays (see e.g. Cruz-Uribe and Fiorenza [10], Diening at al.
[12], Kempka and VybÃral [37], Kokilashvili et al. [38, 39], Nakai and Sawano [49, 58], Jiao at al. [32, 36], Yan at al. [89] and
Liu at al. [45, 44]).

We introduce the usual Hardy-Littlewood maximal operator and its dyadic version, the Doob’s maximal operator. It is known
that under the log-Hölder continuity of the variable exponent p(·), these operators are bounded on Lp(·)(X) if 1< p− ≤∞, where
p− denotes the infimum of p(·) while p+ the supremum of p(·) and X = R, or X = T or X = [0,1). We generalize the dyadic
maximal operator by

Mγ,s f (x) := sup
x∈I

n
∑

m=0

m
∑

j=0

2( j−n)γ
m
∑

i= j

2( j−i)s 1
λ(I j,i)

�

�

�

�

∫

I j,i

f dλ

�

�

�

�

,

where I is a dyadic interval with length 2−n, γ, s are positive constants and

I j,i := I+̇[0,2−i)+̇2− j−1.

Here +̇ denotes the dyadic addition. Mγ,s contains the Doob’s maximal operator as special case. We prove that this maximal
operator is also bounded on Lp(·)[0, 1) under the sufficient and necessary condition

1< p− ≤ p+ ≤∞,
1
p−
−

1
p+
< γ+ s.

Weak type inequalities are also given for p− = 1. The aim of these new maximal operators is to be able to prove the summability
results in the last section.

We study the Hardy and Hardy-Lorentz spaces Hp(·)[0, 1) and Hp(·),q[0,1) containing martingales, the Hp(·)(T) and Hp(·),q(T)
spaces containing distributions as well as the Hp(·)(R) and Hp(·),q(R) spaces containing tempered distributions. We present the
atomic decomposition of these spaces which is used several times in the proofs of the results of the last two sections. Some
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equivalent characterizations of these spaces are given. Amongst others, we obtain that the operator Mγ,s generates equivalent
norms on Hp(·)[0,1) and Hp(·),q[0, 1).

In the last two sections, we study some applications in Fourier analysis. We investigate the convergence of partial sums and
some summability means of trigonometric and Walsh-Fourier series and Fourier transforms. It is known (see Lebesgue [42] and
also Fejér [16]) that the Fejér means

σn f (x) =
n
∑

k=−n

�

1−
|k|
n

�

bf (k)e2πıkx

of the trigonometric Fourier series converge almost everywhere to f , whenever f ∈ Lp(T) for some 1≤ p <∞. The corresponding
result holds for the Fourier transforms, too (see e.g. Stein, Taibleson and Weiss [70]). Fine [17] proved the analogous almost
everywhere convergence of the Fejér means for Walsh-Fourier series. Later Schipp [59] obtained the same result by proving
the weak type inequality of the maximal operator σ∗ of the Fejér means. Next Fujii [18] showed that σ∗ is bounded from the
dyadic Hardy space H1[0, 1) to L1[0, 1) (see also Schipp and Simon [61]). Moreover, the maximal operator σ∗ of the Fejér means
is bounded from the Hardy space Hp(R) to Lp(R) and from Hp(T) to Lp(T) if 1/2 < p <∞ (see Grafakos [27] and Lu [46]
or Weisz [81, 87]). Later the author ([77, 79]) proved that σ∗ is bounded from Hp[0,1) to Lp[0,1) for 1/2< p <∞. Similar
summability results for Vilenkin and Walsh-Kaczmarz systems were proved in Gát [19, 20, 21, 22, 24, 23], Goginava [25, 26],
Persson and Tephnadze [52, 53, 54, 55] and Simon [64, 65, 66, 67].

In this paper, we will generalize these results to variable Hardy and Hardy-Lorentz spaces. We consider two generalizations
of the Fejér summability, the Cesàro and the Riesz means,

σαn f (x) :=
1

Aαn−1

n
∑

k=−n

Aαn−1−|k|
bf (k)e2πıkx

and

σα,γ
n f (x) :=

1
nαγ

n
∑

k=−n

(nγ − |k|γ)α bf (k)e2πıkx ,

where

Aαn :=
�

n+α
n

�

=
(α+ 1)(α+ 2) · · · (α+ n)

n!
(n ∈ N).

We state that the maximal operator σα∗ (0< α≤ 1) of the Cesàro or Riesz means of the trigonometric Fourier series or Fourier
transforms is bounded from Hp(·)(X) to Lp(·)(X) and from Hp(·),q(X) to Lp(·),q(X), where X= T or X= R and

1
α+ 1

< p− ≤ p+ <∞.

It is a very surprising result, that this result do not hold for Walsh-Fourier series, though the results are usually very similar for
the trigonometric and Walsh-Fourier series. However, if we suppose in addition that

1
p−
−

1
p+
< 1,

then the corresponding theorem already holds for Walsh-Fourier series, i.e., σα∗ is bounded from Hp(·)[0, 1) to Lp(·)[0, 1) and from
Hp(·),q[0, 1) to Lp(·),q[0, 1). Both conditions are sufficient and necessary. These results imply some norm and almost everywhere
convergence results of the Cesàro and Riesz means. This paper contains the results of my talk given at the conference Functional
Analysis, Approximation Theory and Numerical Analysis, Matera, Italy, 2022.

2 Variable Lebesgue spaces

In this section, we recall some basic notations on variable Lebesgue spaces and give some elementary and necessary facts about
these spaces. Our main references are the books Cruz-Uribe and Fiorenza [10] and Diening et al. [12].

In this paper we consider the measure space (X,λ), where X= R or X= T or X= [0, 1) and λ is the Lebesgue measure. For
a constant p, the Lp(X) space is equipped with the quasi-norm

‖ f ‖Lp(X) :=

�∫

X
| f (x)|p d x

�1/p

(0< p <∞),

with the usual modification for p =∞.
We generalize these spaces as follows. A measurable function p(·) : X → (0,∞] is called a variable exponent. For a

measurable set A⊂ X, we denote
p−(A) := ess inf

x∈A
p(x), p+(A) := ess sup

x∈A
p(x)

and for convenience
p− := p−(X), p+ := p+(X).
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Denote by P(X) the collection of all variable exponents p(·) such that

0< p− ≤ p+ ≤∞.

To introduce the variable Lebesgue spaces let

ρX( f ) :=

∫

X\ΩX∞

| f (x)|p(x)d x + ‖ f ‖L∞(ΩX∞)
,

where ΩX∞ = {x ∈ X : p(x) =∞}. The variable Lebesgue space Lp(·)(X) is the collection of all measurable functions f for which
there exists ν > 0 such that

ρX ( f /ν)<∞.

The space Lp(·)(X) is equipped with the quasi-norm

‖ f ‖Lp(·)(X) := inf{ν > 0 : ρX( f /ν)≤ 1}.

It is easy to see that if p(·) = p is a constant, then we get back the definition of the usual Lp(X) spaces. For any f ∈ Lp(·)(X), we
have ρX( f )≤ 1 if and only if ‖ f ‖Lp(·)(X) ≤ 1. It is known that ‖ν f ‖Lp(·)(X) = |ν|‖ f ‖Lp(·)(X) and

‖| f |s‖Lp(·)(X) = ‖ f ‖s
Lsp(·)(X)

,

where p(·) ∈ P(X), s ∈ (0,∞), ν ∈ C and f ∈ Lp(·)(X). Details can be found in the monographs Cruz-Uribe and Fiorenza [10]
and Diening et al. [12]. The variable exponent p′(·) is defined pointwise by

1
p(x)

+
1

p′(x)
= 1, x ∈ X.

The next result is well known, see Cruz-Uribe and Fiorenza [10] or Diening et al. [12].

Theorem 2.1. Let p(·) ∈ P(X) with 1≤ p− ≤ p+ ≤∞. For all f ∈ Lp(·)(X) and g ∈ Lp′(·)(X),
∫

X
| f g| dλ® ‖ f ‖Lp(·)(X) ‖g‖Lp′(·)(X)

.

Moreover,

‖ f ‖Lp(·)(X) ∼ sup
‖g‖Lp′(·)(X)

≤1

�

�

�

�

∫

X
f g dλ

�

�

�

�

,

where ∼ denotes the equivalence of the numbers.

In this paper the constants C are absolute constants and the constants Cp(·) are depending only on p(·) and may denote
different constants in different contexts. For two positive numbers A and B, we use also the notation A® B, which means that
there exists a constant C or Cp(·) such that A≤ Cp(·)B.

Usually, the proofs of the generalizations for the variable Lebesgue spaces are much more complicated than those of the
original theorems. However, not all theorems can be generalized. For example, the translation operator Tx f (·) := f (· − x)
is trivially bounded on the Lp(X) spaces, but not on Lp(·)(X). More exactly, Tx is bounded on Lp(·)(X) if and only if p(·) = p
almost everywhere. Moreover, the well known theorem about the boundedness of the Hardy-Littlewood maximal operator on
Lp(X) (1< p ≤∞) (see Theorem 3.1) cannot be generalized to variable Lebesgue spaces without additional conditions (see e.g.
Cruz-Uribe and Fiorenza [10]). To be able to generalize this theorem, we introduce the following condition.

We denote by C log(X) the set of all variable exponents p(·) satisfying the so-called globally log-Hölder continuous condition,
namely, there exist two positive constants Clog(p) and C∞, and p∞ ∈ R such that, for any x , y ∈ X,

|p(x)− p(y)| ≤
Clog(p)

log(e+ 1/|x − y|)
(1)

and

|p(x)− p∞| ≤
C∞

log(e+ |x |)
. (2)

The globally log-Hölder continuous condition is a commonly used condition in the literature. Of course, for X = T and X = [0, 1),
we can omit (2). There are a lot of functions satisfying the globally log-Hölder continuous condition. For example, it is easy to
see that a Lipschitz function of order α (0< α≤ 1) satisfies (1).

Under the condition 0 < p− ≤ p+ <∞, we know that p(·) ∈ C log(X) if and only if 1/p(·) ∈ C log(X). Usually, it is not easy
to compute the variable Lebesgue norm of a function, even for characteristic functions. The following theorem was proved in
Cruze-Uribe and Fiorenza [10] and Diening et al. [12, Corollary 4.5.9] (see also Hao and Jiao [28]).
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Theorem 2.2. Let 1/p(·) ∈ C log(X), I ⊂ X be an arbitrary interval and x ∈ I . Then there exists a constant 0< β < 1 such that

λ(I)1/p+(I)−1/p−(I) ≤
1
β

. (3)

Moreover,

‖χI‖Lp(·)(X) ∼
�

λ(I)1/p(x) if λ(I)≤ 2;
λ(I)1/p∞ if λ(I)≥ 1,

where χI denotes the characteristic function of I .

For probability spaces, there is no topology usually. So for general martingale Hardy spaces, we assume that every σ-algebra is
generated by finitely many atoms. Moreover, instead of the log-Hölder continuity condition, we supposed in [28, 32, 35, 72, 86]
the slightly more general condition (3) for all atoms of the σ-algebras.

The variable Lorentz spaces were introduced and investigated by Kempka and VybÃral [37]. Lp(·),q(X) is defined to be the
space of all measurable functions f such that

‖ f ‖Lp(·),q(X) :=











�∫ ∞

0

ρq




χ{x∈[0,1): | f (x)|>ρ}







q

Lp(·)(X)

dρ
ρ

�1/q

, if 0< q <∞;

sup
ρ∈(0,∞)

ρ




χ{x∈[0,1): | f (x)|>ρ}







Lp(·)(X)
, if q =∞

is finite. If p(·) is a constant, we get back the classical Lorentz spaces (see Bergh and Löfström [4]).

3 Maximal operators

In this section, we will investigate the usual Hardy-Littlewood maximal functions for X = R or X = T and a generalization of the
dyadic maximal function for X= [0,1) and prove their boundedness on variable Lebesgue spaces.

3.1 Hardy-Littlewood maximal functions

Let X= R or X= T. One of the most important operators of harmonic analysis is the Hardy-Littlewood maximal operator M .
Given a locally integrable function f , M is defined by

M( f )(x) := sup
x∈I

1
λ(I)

�

�

�

�

∫

I

f (y) d y

�

�

�

�

(x ∈ X),

where the supremum is taken over all intervals I of X containing x . It is well known that M is bounded on Lp(X) if 1< p <∞
and is of weak type (1,1) (see e.g. Stein [69]).

Theorem 3.1. Let X= R or X= T. If f ∈ Lp(X) with 1< p ≤∞, then

‖M( f )‖Lp(X) ® ‖ f ‖Lp(X). (4)

If 1≤ p <∞, then
sup

ρ∈(0,∞)
ρλ ({x ∈ X : M( f )(x)> ρ})1/p ® ‖ f ‖Lp(X). (5)

The expression of the left hand side of (5) is called the weak Lp(X)-norm. Obviously, the weak Lp(X)-norm is smaller than
the Lp(X)-norm, so (5) follows from (4) if 1< p <∞.

For the next theorem, the globally log-Hölder continuity condition is sufficient, not necessary, but in some sense it is the best
possible condition (see e.g. Cruz-Uribe and Fiorenza [10] and Diening et al. [12]).

Theorem 3.2. Suppose that X= R or X= T, 1/p(·) ∈ C log(X) and f ∈ Lp(·)(X). If 1< p− ≤∞, then

‖M( f )‖Lp(·)(X) ® ‖ f ‖Lp(·)(X). (6)

If p− = 1, then
sup

ρ∈(0,∞)
ρ




χ{x∈X: M( f )(x)>ρ}







Lp(·)(X)
® ‖ f ‖Lp(·)(X). (7)

If p(·) is a constant, (6) and (7) give back (4) and (5), respectively. Another result which cannot be generalized to variable
spaces even if we suppose the globally log-Hölder continuity condition, is the following modular inequality which is similar to (6)
(see e.g. Cruz-Uribe and Fiorenza [10]):

∫

X
M( f )(x)p(x) d x ®

∫

X
| f (x)|p(x) d x

holds if and only if p(·) = p almost everywhere and 1< p ≤∞.
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3.2 Dyadic maximal functions

Let X = [0,1). By a dyadic interval we mean one of the form [k2−n, (k + 1)2−n) for some k, n ∈ N, 0 ≤ k < 2n. For a fixed
x ∈ [0,1) and n ∈ N, let us denote the unique dyadic interval [k2−n, (k+ 1)2−n) which contains x by In(x). We will define the
dyadic maximal operator not only for integrable functions but also for martingales.

Let Fn be the σ-algebra
Fn = σ{[k2−n, (k+ 1)2−n) : 0≤ k < 2n},

where σ(H) denotes the σ-algebra generated by an arbitrary set system H. The conditional expectation operators relative to Fn

are denoted by En. It is easy to see that for an integrable function f ,

En( f )(x) =
1

λ(In(x))

�

�

�

�

�

∫

In(x)

f dλ

�

�

�

�

�

(x ∈ [0, 1)).

A sequence of integrable functions f = ( fn)n∈N is called a martingale with respect to (Fn)n∈N if

(i) fn is Fn measurable
(ii) En( fn+1) = fn for every n ∈ N.

Martingales with respect to (Fn)n∈N are called dyadic martingales.
For a dyadic martingale f = ( fn)n∈N, the Doob maximal function is defined by

M( f ) := sup
n∈N
| fn| .

The maximal operator can also be written in the form

M( f )(x) := sup
n∈N

1
λ(In(x))

�

�

�

�

�

∫

In(x)

fn dλ

�

�

�

�

�

(x ∈ [0,1)).

If f ∈ L1[0, 1), then we can replace fn by f in the integral. Then Theorems 3.1 and 3.2 hold for the dyadic maximal operator M ,
too. For general martingales, Theorem 3.2 was proved in Jiao et al. [34, 32] for 1≤ p− <∞ and in [86] for 1≤ p− ≤∞.

In [85], we generalized the dyadic maximal operator as follows. Every point x ∈ [0, 1) can be written in the following way:

x =
∞
∑

k=0

xk

2k+1
(0≤ xk < 2, xk ∈ N).

If there are two different forms, choose the one for which limk→∞ xk = 0. The so called dyadic addition is defined by

x+̇y =
∞
∑

k=0

zk

2k+1
, where zk := xk + yk mod 2, (k ∈ N).

For a dyadic interval I with length 2−n, i, j, n ∈ N, let us use the notation

I j,i := I+̇[0,2−i)+̇2− j−1.

Parallel, we denote In(x) j,i := (In(x)) j,i . Let γ and s be two positive constants. For a martingale f = ( fn), let

Mγ,s( f )(x) := sup
n∈N

n
∑

m=0

m
∑

j=0

2( j−n)γ
m
∑

i= j

2( j−i)s 1
λ(In(x) j,i)

�

�

�

�

�

∫

In(x) j,i
fndλ

�

�

�

�

�

.

Of course, if f ∈ L1[0,1), then we can write in the definition f instead of fn. Let us define Ik,n := [k2−n, (k + 1)2−n), where
0≤ k < 2n, n ∈ N. The definition of Mγ,s( f ) can be rewritten to

Mγ,s( f ) = sup
n∈N

2n−1
∑

k=0

χIk,n

n
∑

m=0

m
∑

j=0

2( j−n)γ
m
∑

i= j

2( j−i)s 1

λ(I j,i
k,n)

�

�

�

�

�

∫

I j,i
k,n

fndλ

�

�

�

�

�

,

where I j,i
k,n := (Ik,n) j,i . Now we point out four special cases of this operator.

In the first special case, if j = i = n= m, then In(x)n,n = In(x) (n ∈ N) and so we get back the dyadic maximal operator:

M (1)
γ,s ( f )(x) := sup

n∈N

1
λ(In(x)n,n)

�

�

�

�

�

∫

In(x)n,n

fndλ

�

�

�

�

�

= sup
n∈N

1
λ(In(x))

�

�

�

�

�

∫

In(x)

fndλ

�

�

�

�

�

= M( f )(x).
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If j = i = m, we have

M (2)
γ,s ( f )(x) := sup

n∈N

n
∑

m=0

2(m−n)γ 1
λ(In(x)m,m)

�

�

�

�

�

∫

In(x)m,m

fndλ

�

�

�

�

�

= sup
n∈N

n
∑

m=0

2(m−n)γ 1
λ(Im(x))

�

�

�

�

�

∫

Im(x)

fndλ

�

�

�

�

�

.

Here In(x)m,m = In(x)+̇[0, 2−m)+̇2−m−1 = x+̇[0,2−m) = Im(x). It is easy to see that

M( f ) = M (1)
γ,s ( f )≤ M (2)

γ,s ( f )≤ C M( f )

and so Theorem 3.2 holds also for these two operators.
If m= n and i = n, we get that

M (3)
γ,s ( f )(x) := sup

n∈N

n
∑

j=0

2( j−n)(γ+s) 1
λ(In(x) j,n)

�

�

�

�

�

∫

In(x) j,n
fndλ

�

�

�

�

�

.

Note that In(x) j,n = In(x)+̇[0,2−n)+̇2− j−1 = In(x)+̇2− j−1.
If m= n, we obtain the last special case,

M (4)
γ,s ( f )(x) := sup

n∈N

n
∑

j=0

2( j−n)γ
n
∑

i= j

2( j−i)s 1
λ(In(x) j,i)

�

�

�

�

�

∫

In(x) j,i
fndλ

�

�

�

�

�

.

The maximal operators M (3)
γ,s ( f ) and M (4)

γ,s ( f ) as well as Mγ,s( f ) cannot be estimated by M( f ) from above pointwise. In [32], we

investigated the operators M (3)
γ,s and M (4)

γ,s . Their boundedness on Lp(·)[0,1) was the key point in the proof of boundedness and
convergence results for the Fejér means of the Walsh-Fourier series.

It is easy to see that

M( f )≤ M ( j)
γ,s ( f )≤ Mγ,s( f ) ( j = 1, . . . , 4).

In [85], we generalized (6) and proved the next theorem.

Theorem 3.3. Suppose that 1/p(·) ∈ C log[0, 1), 0< γ, s <∞, f ∈ Lp(·)[0, 1) and

1
p−
−

1
p+
< γ+ s. (8)

If 1< p− ≤ p+ ≤∞, then




Mγ,s( f )






Lp(·)[0,1) ® ‖ f ‖Lp(·)[0,1).

If p− = 1, then

sup
ρ∈(0,∞)

ρ







χ{x∈[0,1): Mγ,s( f )(x)>ρ}










Lp(·)[0,1)
® ‖ f ‖Lp(·)[0,1).

Inequality (8) and Theorem 3.3 hold if p− >max(1/(γ+ s), 1). If p− < 1/(γ+ s), then (8) is equivalent to

p+ <
p−

1− (γ+ s)p−
.

In special cases, we proved in [32, 85] that condition (8) is important, the results are not true without this condition.

4 Variable Hardy and Hardy-Lorentz spaces

In this section, we introduce three types of Hardy spaces with variable exponents, the martingale Hardy space Hp(·)[0,1), the
space Hp(·)(T) containing distributions and the space Hp(·)(R) containing tempered distributions.

4.1 Hardy and Hardy-Lorentz spaces Hp(·)[0, 1) and Hp(·),q[0, 1)

These spaces contain the following dyadic martingales. For p(·) ∈ P[0,1) and 0 < q ≤∞, we define the variable martingale
Hardy and Hardy-Lorentz spaces by

Hp(·)[0, 1) :=
¦

f = ( fn)n∈N : ‖ f ‖Hp(·)[0,1) := ‖M( f )‖Lp(·)[0,1) <∞
©

and

Hp(·),q[0,1) :=
¦

f = ( fn)n∈N : ‖ f ‖Hp(·),q[0,1) := ‖M( f )‖Lp(·),q[0,1) <∞
©

,
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respectively. Let us denote by Hp(·),∞[0,1) the closure of the dyadic step functions in Hp(·),∞[0,1). These spaces can also be
defined via equivalent norms. For a martingale f = ( fn)n≥0, let

dn f = fn − fn−1 (n≥ 0)

denote the martingale differences, where f−1 := 0. The square function and the conditional square function of f are defined by

S( f ) =

�∞
∑

n=0

|dn f |2
�1/2

, s( f ) =

�

|d0 f |2 +
∞
∑

n=0

En|dn+1 f |2
�1/2

.

We have shown the following theorem in [32].

Theorem 4.1. Let p(·) ∈ C log[0,1), 0 < p− ≤ p+ <∞ and 0 < q ≤ ∞. Then f ∈ Hp(·)[0,1) if and only if S( f ) ∈ Lp(·)[0,1)
or s( f ) ∈ Lp(·)[0,1). Moreover, f ∈ Hp(·),q[0,1) if and only if S( f ) ∈ Lp(·),q[0,1) or s( f ) ∈ Lp(·),q[0,1). We have the following
equivalences of norms:

‖ f ‖Hp(·)[0,1) ∼ ‖S( f )‖Lp(·)[0,1) ∼ ‖s( f )‖Lp(·)[0,1)

and
‖ f ‖Hp(·),q[0,1) ∼ ‖S( f )‖Lp(·),q[0,1) ∼ ‖s( f )‖Lp(·),q[0,1).

If in addition 1 < p− ≤ p+ <∞, then the Hardy spaces are equivalent to the Lebesgue spaces and the Hardy-Lorentz
spaces to the Lorentz spaces (see Theorem 4.4). The next result shows that the maximal functions Mγ,s( f ) generate equivalent
characterizations for the variable Hardy and Hardy-Lorentz spaces.

Theorem 4.2. Let p(·) ∈ C log[0, 1), 0< γ, s <∞, 0< p− ≤ p+ <∞ and 0< q ≤∞. If (8) holds, then

‖ f ‖Hp(·)[0,1) ≤ ‖Mγ,s( f )‖Lp(·)[0,1) ® ‖ f ‖Hp(·)[0,1) ( f ∈ Hp(·)[0,1))

and
‖ f ‖Hp(·),q[0,1) ≤ ‖Mγ,s( f )‖Lp(·),q[0,1) ® ‖ f ‖Hp(·),q[0,1) ( f ∈ Hp(·),q[0,1)).

4.2 Hardy and Hardy-Lorentz spaces Hp(·)(T) and Hp(·),q(T)

Denote by S(Rd) the set of all Schwartz functions, by S′(R) the set of all tempered distributions and by D(T) the set of all
distributions. For a distribution f ∈ D(T), the nth Fourier coefficient is defined by

bf (n) := f (en), where en(x) := e−2πınx (9)

and n ∈ Z, x ∈ T, ı =
p
−1. In special case, if f ∈ L1(T), then

bf (n) =

∫

T
f (x)e−2πınx d x (n ∈ Z).

For f ∈ D(T),
f =

∑

n∈N

bf (n)en in D(T)

and bf (n) = O(|n|k), where k ∈ N is the order of f (see Edwards [14, p. 68]). Conversely, if cn = O(|n|k), then

f =
∑

n∈N

cnen in D(T).

We define the convolution of f ∈ D(T) and ψ ∈ L1(R) by

f ∗ψ :=
∑

n∈N

bf (n)Òψ(n)en in D(T),

where Òψ denotes the Fourier transform of ψ ∈ L1(R),

Òψ(x) :=

∫

R
ψ(t)e−2πıx t d t (x ∈ R).

The Fourier transform can be extended to all tempered distributions in the usual way. For t ∈ (0,∞) and ξ ∈ T, let

ψt(ξ) :=
1
t
ψ

�

ξ

t

�

.

For f ∈ D(T) and ψ ∈ L1(R), we have
f ∗ψt =

∑

n∈N

bf (n)Òψ(tn)en in D(T). (10)
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The convergence in (10) does exist because Òψ ∈ L∞(R). Moreover, if ψ ∈ S(R), then (10) converges absolutely in each point as
well. It is easy to see that

f ∗ψt(x) =

∫

R
f (x − u)ψt(u) du (11)

for f ∈ L1(T) and ψ ∈ L1(R).
Fix ψ ∈ S(R) such that

∫

Rψ(x)d x 6= 0. We define the radial maximal function and the non-tangential maximal function of
the distribution f ∈ D(Rn) associated to ψ by

ψ∗+( f )(x) := sup
t∈(0,∞)

| f ∗ψt(x)| (12)

and
ψ∗Ï( f )(x) := sup

t∈(0,∞),|y−x |<t
| f ∗ψt(y)| , (13)

respectively. For N ∈ N, let

FN (R) :=

�

ψ ∈ S(R) : sup
x∈R,‖β‖1≤N

(1+ |x |)N+d |∂ βψ(x)| ≤ 1

�

,

where ‖β‖1 = β1 + · · ·+βd . For any N ∈ N, the radial grand maximal function and the non-tangential grand maximal function of
f ∈ D(R) are defined by

f ∗+ (x) := sup
ψ∈FN (R)

sup
t∈(0,∞)

| f ∗ψt(y)| (14)

and
f ∗Ï(x) := sup

ψ∈FN (R)
sup

t∈(0,∞),|y−x |<t
| f ∗ψt(y)|, (15)

respectively. Let p(·) ∈ P(X) and 0< q ≤∞. We introduce the number dp(·) := bd(1/p− − 1)c and fix a positive integer N > dp(·),
where bxc denotes the integer part of x ∈ R. The variable Hardy and Hardy-Lorentz spaces Hp(·)(T) and Hp(·),q(T) are defined to
be the sets of all f ∈ D(R) such that f ∗Ï ∈ Lp(·)(T) and f ∗Ï ∈ Lp(·),q(T) equipped with the quasi-norms

‖ f ‖Hp(·)(T) :=




 f ∗Ï






Lp(·)(T)
and ‖ f ‖Hp(·),q(T) := ‖ f ∗Ï‖Lp(·),q(T),

respectively. Let us denote by Hp(·),∞(T) the closure of the step functions in Hp(·),∞(T). We will see in Theorem 4.3 that the
Hardy spaces are independent of N , more exactly, different integers N give the same space with equivalent norms.

4.3 Hardy and Hardy-Lorentz spaces Hp(·)(R) and Hp(·),q(R)

Note that the convolution of f ∈ Lp(R) and ψ ∈ L1(R) (1 ≤ p ≤∞) can be defined similarly to (11). This definition can be
extended to all tempered distributions f ∈ S′(R) and ψ ∈ S(R) by

( f ∗ψ) (h) := f
�

ψ̆ ∗ h
�

(h ∈ S(R)) ,

where ψ̆(x) :=ψ(−x) (x ∈ R). The convolution is well defined because ψ̆ ∗ h ∈ S(R). Indeed, we know that ̂̆ψ ∗ h = Òψ̆bf ∈ S(R).
This means that the formulas in (12), (13), (14) and (15) are well defined for tempered distributions, too. A tempered distribution
f is in the spaces Hp(·)(R) and Hp(·),q(R) if

‖ f ‖Hp(·)(R) :=




 f ∗Ï






Lp(·)(R)
and ‖ f ‖Hp(·),q(R) := ‖ f ∗Ï‖Lp(·),q(R),

respectively. We denote again by Hp(·),∞(R) the closure of the step functions in Hp(·),∞(R). As we mentioned above, for different
N ’s, we get the same space with equivalent norms.

Theorem 4.3. Let X = T or X = R and p(·) ∈ C log(X), 0< p− ≤ p+ <∞ and 0< q ≤∞. Fix ψ ∈ S(R) such that
∫

Rψ(x)d x 6= 0
and fix a positive integer N > dp(·). Then f ∈ Hp(·)(X) if and only if f ∗Ï ∈ Lp(·)(X) or ψ∗Ï( f ) ∈ Lp(·)(X) or ψ∗+( f ) ∈ Lp(·)(X). Moreover,
f ∈ Hp(·),q(X) if and only if f ∗Ï ∈ Lp(·),q(X) or ψ∗Ï( f ) ∈ Lp(·),q(X) or ψ∗+( f ) ∈ Lp(·),q(X). We have the following equivalences of norms:

‖ f ‖Hp(·)(X) ∼ ‖ f ∗+‖Lp(·)(X) ∼ ‖ψ
∗
+( f )‖Lp(·)(X) ∼ ‖ψ

∗
Ï( f )‖Lp(·)(X)

and
‖ f ‖Hp(·),q(X) ∼ ‖ f ∗+‖Lp(·),q(X) ∼ ‖ψ

∗
+( f )‖Lp(·),q(X) ∼ ‖ψ

∗
Ï( f )‖Lp(·),q(X).

If 1< p− <∞, then the Hardy and Hardy-Lorentz spaces are equivalent to the Lebesgue and Lorentz spaces, respectively.

Theorem 4.4. Let X= T or X= R or X= [0,1). If 1/p(·) ∈ C log(X), 1< p− ≤∞ and 0< q ≤∞, then

Hp(·)(X)∼ Lp(·)(X), Hp(·),q(X)∼ Lp(·),q(X).

If p(·) is a constant, then we get back the classical Hardy spaces Hp[0,1) and Hp(R) investigated in Fefferman, Stein and
Weiss [15, 71, 69], Lu [46], Uchiyama [75] and Weisz [76, 81]. For variable martingale and distribution Hardy spaces see the
references Nakai and Sawano [49, 58], Yan et al. [89], Liu et al. [45, 44] and Jiao et al. [36, 32].
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5 Atomic decomposition of the Hardy spaces Hp(X)
From what follows let X= T or X= R or X= [0, 1). The atomic decomposition is a useful characterization of the Hardy spaces
by the help of which some boundedness results, duality theorems, inequalities and interpolation results can be proved. The
atomic decomposition of Hardy spaces with constant p was proved e.g. in Latter [41], Lu [46], Stein [69] and Weisz [81]. In this
section we suppose that p is a constant.

Definition 5.1. A measurable function a is called a Hp(X)-atom if there exists an interval I ⊂ X such that

(i) supp a ⊂ I ,
(ii) ‖a‖L∞(X) ≤ λ(I)

−1/p,

(iii)

∫

X
a(x)xαd x = 0 for all integer α with 0≤ α≤ 1/p− 1.

If X= [0, 1), then by an interval we mean a dyadic interval and we may suppose in (iii) that α= 0.

Every function from the Hardy space Hp(X) (0< p ≤ 1) can be decomposed into the sum of Hp(X)-atoms.

Theorem 5.1. Let 0< p ≤ 1 and X= T or X= R or X= [0, 1). Then f is in Hp(X) if and only if there exist a sequence {ak}k∈N of
Hp(X)-atoms and a sequence {λk}k∈N of positive numbers such that

f =
∑

k∈N

λkak. (16)

Moreover,

‖ f ‖Hp(X) ∼ inf

�

∑

k∈N

λ
p
k

�1/p

, (17)

where the infimum is taken over all decompositions of f as above.

In (16), we mean the convergence in the sense of distributions, or tempered distributions or martingales if X= T or X= R
or X= [0,1), respectively. Note that the Hardy space Hp(T) contains distributions, Hp(R) contains tempered distributions and
Hp[0,1) contains martingales.

The theorem is not true for 1< p <∞ and it cannot be extended to variable Hardy spaces in the present form. However,
using the following ideas, we will be able to extend the atomic decomposition to all 0< p <∞ and to variable Hardy spaces as
well as to Hardy-Lorentz spaces in the next section. First of all, observe that (ii) of Definition 5.1 is the same as

‖a‖L∞(X) ≤ λ(I)
−1/p = ‖χI‖−1

Lp(X)
.

Secondly, for 0< p ≤ 1, (17) can be written as

‖ f ‖Hp(X) ∼ inf

�

∑

k∈N

λ
p
k

�1/p

= inf
















�

∑

k∈N

�

λkχIk

‖χIk‖Lp(X)

�p�1/p













Lp(X)

, (18)

where Ik is the support of the p-atom ak. Writing Lp(·)(X) instead of Lp(X), we can generalize this form of the atomic decomposition
to variable Hardy spaces.

6 Atomic decomposition of the variable Hardy and Hardy-Lorentz spaces

The atomic decomposition of variable Hardy and Hardy-Lorentz spaces were studied in Nakai and Sawano [49, 58], Yan et al.
[89], Liu et al. [45, 44], Jiao et al. [36, 32] and Weisz [84].

Definition 6.1. A measurable function a is called a Hp(·)(X)-atom if there exists an interval I ⊂ X such that

(i) supp a ⊂ I ,
(ii) ‖a‖L∞(X) ≤ ‖χI‖−1

Lp(·)(X)
,

(iii)

∫

X
a(x)xαd x = 0 for all integer α with 0≤ α≤ 1/p− − 1.

If X= [0, 1), then I is a dyadic interval and we suppose in (iii) that α= 0.

Theorem 6.1. Let X= T or X= R or X= [0,1) and p(·) ∈ C log(X), 0< p− ≤ p+ <∞. Then f is in Hp(·)(X) if and only if there
exist a sequence {ak}k∈N of Hp(·)(X)-atoms with support {Ik}k∈N and a sequence {λk}k∈N of positive numbers such that

f =
∑

k∈N

λkak. (19)

Moreover,

‖ f ‖Hp(·)(X) ∼ inf
















�

∑

k∈N

�

λkχIk

‖χIk‖Lp(·)(X)

�p�1/p













Lp(·)(X)

,

where the infimum is taken over all decompositions of f as above.
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Here we use the notation p =min{p−, 1}. If p(·) = p is a constant and 0< p ≤ 1, then p = p and we get back (18).
The atomic decomposition of variable Hardy-Lorentz spaces have a slightly different form.

Theorem 6.2. Let X= T or X= R or X= [0, 1) and p(·) ∈ C log(X), 0< p− ≤ p+ <∞ and 0< q ≤∞. Then f is in Hp(·),q(X) if
and only if there exist a sequence {ai, j}i∈Z, j∈N of Hp(·)(X)-atoms with support {Ii, j}i∈Z, j∈N such that

f =
∑

i∈Z

∑

j∈N

λi, j ai, j , (20)

where
∑

j∈N χIi, j (x) ≤ A for all x ∈ X and i ∈ Z and λi, j := C2i‖χIi, j‖Lp(·)(X) (i ∈ Z, j ∈ N) with A and C being positive constants.
Moreover,

‖ f ‖Hp(·),q(X) ∼ inf





∑

i∈Z
















�

∑

j∈N

�

λi, jχIi, j

‖χIi, j‖Lp(·)(X)

�p�1/p













q

Lp(·)(X)





1/q

,

where the infimum is taken over all decompositions of f as above and with the usual modification for q =∞.

Note that for q =∞, we have the `∞-norm on the right hand side, i.e.,

‖ f ‖Hp(·),∞(X) ∼ inf



sup
i∈Z
















�

∑

j∈N

�

λi, jχIi, j

‖χIi, j‖Lp(·)(X)

�p�1/p













Lp(·)(X)



 .

In (19) and (20), the convergences are understood again in the sense of distributions, or tempered distributions or martingales
if X= T or X= R or X= [0, 1), respectively.

In the dyadic case, i.e., if X = [0,1), we [32, 33] have proved Theorem 6.2 under the condition that the intervals Ii, j are
disjoint for every fixed i ∈ Z. Taking a closer look at the proofs in those papers, we can prove the present form of Theorem 6.2 in
the same way for X= [0, 1). These two theorems will be applied in the next sections.

7 Fourier series and Fourier transforms

Now we turn to some applications in Fourier analysis. For X = T, we will consider the trigonometric Fourier series, for X = [0, 1),
the Walsh Fourier series and for X= R, the inverse Fourier transform of the Fourier transform.

7.1 Trigonometric and Walsh-Fourier series

For X= T, we introduce the trigonometric system in the usual way by

wn(x) := en(x) = e−2πınx (x ∈ T, n ∈ Z).

For X= [0,1), we introduce the Walsh system as follows. The Rademacher functions are defined by

rn(x) := r(2n x) (x ∈ [0, 1), n ∈ N),

where

r(x) :=

�

1, if x ∈ [0, 1
2 );

−1, if x ∈ [ 1
2 , 1).

It is clear that, for any n ∈ N, rn is Fn+1 measurable. The product system generated by the Rademacher functions is the Walsh
system:

wn :=
∞
∏

k=0

rk
nk (n ∈ N),

where

n=
∞
∑

k=0

nk2k, (nk = 0, 1).

Let
wn = 0 if n ∈ Z \N.

Thus for X= T, (wn)n∈N denotes the trigonometric system and for X= [0, 1), the Walsh system.
If f ∈ L1(X) and n ∈ N, the number

bf (n) :=

∫

X
f wn dλ

Dolomites Research Notes on Approximation ISSN 2035-6803



Weisz 128

is called the nth trigonometric-Fourier (resp. Walsh-Fourier) coefficient of f . If X = T and f is a distribution, bf (n) was defined in
(9). If X= [0,1), we can extend this definition to martingales as follows. If f := ( fk)k∈N is a martingale, then let

bf (n) := lim
k→∞

∫ 1

0

fkwn dλ (n ∈ N).

Denote by sn f the nth partial sum of the trigonometric- or Walsh–Fourier series of a martingale f , namely,

sn f :=
n
∑

k=−n

bf (k)wk (n ∈ N),

where wn denotes the trigonometric or Walsh system.
It is easy to see that, for any martingale f = ( fn),

s2n f = En( f ) = fn (n ∈ N).

Hence, by the martingale convergence theorem, we know that, for 1≤ p <∞ and f ∈ Lp[0, 1),

lim
n→∞

s2n f = f in the Lp[0,1)-norm.

This result was generalized in Zygmund [91], Paley [50] and Schipp et al. [62, Theorem 4.1].

Theorem 7.1. Let X= T or X= [0, 1). If f ∈ Lp(X) for some 1< p <∞, then

sup
n∈N
‖sn f ‖Lp(X) ® ‖ f ‖Lp(X)

and
lim

n→∞
sn f = f in the Lp(X)-norm.

Using the conjugate functions, the theorem was verified e.g. in Zygmund [91] or Grafakos [27] for trigonometric Fourier
series. For Walsh-Fourier series, we can prove that sn f is a martingale transform of f wn and the theorem follows from the
boundedness of the martingale transform on Lp[0, 1) and from Theorem 4.1 (see Schipp et al. [62], Persson et al. [55] or Weisz
[88]).

One of the deepest results in harmonic analysis is Carleson’s result (see Carleson [8] and Hunt [30] for Fourier series and
Billard [5] and Sjölin [68] for Walsh-Fourier series). More detailed proof for Fourier series can also be found in Arias de Reyna
[3], Grafakos [27], Muscalu and Schlag [48], Lacey [40] or Demeter [11]. Using the theory of tree martingales, Schipp [60] gave
a nice proof for Walsh-Fourier series (see also [63, 76] and Persson et al. [51, 55]).

Theorem 7.2. Let X= T or X= [0,1). If f ∈ Lp(X) for some 1< p <∞, then












sup
n∈N
|sn f |













Lp(X)
® ‖ f ‖Lp(X)

and
lim

n→∞
sn f (x) = f (x) for a.e. x ∈ X.

7.2 Fourier transforms

Recall that the Fourier transform was defined in Subsection 4.2. If f ∈ Lp(R) for some 1≤ p ≤ 2, then

f (x) =

∫

R

bf (t)e2πıx ·t d t (x ∈ R)

holds if bf ∈ L1(R). This motivates the definition of the Dirichlet integrals,

sT f (x) :=

∫ T

−T

bf (t)e2πıx t d t (x ∈ R).

The analogues of Theorems 7.1 and 7.2 reads as follows (see Grafakos [27] or Weisz [81]).

Theorem 7.3. If f ∈ Lp(R) for some 1< p <∞, then

sup
T>0
‖sT f ‖Lp(R) ® ‖ f ‖Lp(R)

and
lim

T→∞
sT f = f in the Lp(R)-norm.

Theorem 7.4. If f ∈ Lp(R) for some 1< p <∞, then












sup
T>0

sT f













Lp(R)
® ‖ f ‖Lp(R)

and
lim

T→∞
sT f = f for a.e. x ∈ R.
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8 Summability of Fourier series and Fourier transforms

Though Theorems 7.1–7.4 are not true for p = 1 and p =∞, with the help of some summability methods they can be generalized
for these endpoint cases, too. Obviously, summability means have better convergence properties than the original Fourier series.
Summability is intensively studied in the literature, see e.g. the books Stein and Weiss [71], Butzer and Nessel [7], Trigub and
Belinsky [74], Grafakos [27] and Weisz [79, 80, 81, 87, 55] and the references therein.

8.1 Summability of trigonometric and Walsh-Fourier series

Fejér [16] investigated the arithmetic means of the partial sums of the trigonometric Fourier series, the so-called Fejér means, and
proved that if the left and right limits f (x−0) and f (x+0) exist at a point x , then the Fejér means converge to ( f (x−0)+ f (x+0))/2.
One year later Lebesgue [42] extended this theorem and obtained that every integrable function is Fejér summable almost
everywhere.

Recall that the Fejér means are defined by

σn f (x) :=
n
∑

k=−n

�

1−
|k|
n

�

bf (k)wk(x)

for any n ∈ N and x ∈ X, where X= T or X= [0, 1) and (wn) denotes either the trigonometric system or the Walsh system. It is
easy to see that the Fejér means can also be written in the form

σn f (x) =
1
n

n−1
∑

j=0

s j f (x).

Now we generalize these means and introduce the Cesàro and Riesz means. For α 6= −1,−2, . . ., let Aα−1 := 0 and

Aαn :=
�

n+α
n

�

=
(α+ 1)(α+ 2) · · · (α+ n)

n!
(n ∈ N).

Obviously, Aα0 = 1 and if α= 0, then A0
n = 1, if α= 1, then A1

n = n+ 1 (n ∈ N).
For n ∈ N and α≥ 0, the nth Cesàro mean σαn f of the trigonometric or Walsh-Fourier series of f is introduced by

σαn f (x) :=
1

Aαn−1

n
∑

k=−n

Aαn−1−|k|
bf (k)wk(x).

We can easily check that α= 0 gives back the partial sums and α= 1 the Fejér means. Using the equalities

Aα+β+1
n =

n
∑

k=0

AαkAβn−k

and

Aαn =
n
∑

k=0

Aα−1
k , Aαn − Aαn−1 = Aα−1

n

(α,β 6= −1,−2, . . . , n ∈ N), we can show that

σαn f (x) =
1

Aαn−1

n−1
∑

j=0

Aα−1
n−1− js j f (x).

For an intensive study of the Cesàro summability see Weisz [87].
For 0< α <∞, 1≤ γ <∞, we define the Riesz means of f by

σα,γ
n f (x) :=

1
nαγ

n
∑

k=−n

(nγ − |k|γ)α bf (k)wk(x) (1≤ n ∈ N) .

If α = γ = 1, these means give back also the Fejér means. We will always suppose that 0< α≤ 1, since 1< α <∞ can be traced
back to the case 0< α≤ 1 for both the Cesàro and Riesz means.

The following theorem follows from Theorem 7.1.

Theorem 8.1. Let X= T or X= [0,1) and 0< α≤ 1≤ γ. If f ∈ Lp(X) for some 1≤ p <∞, then

sup
n∈N





σαn f






Lp(X)
® ‖ f ‖Lp(X)

and
lim

n→∞
σαn f = f in the Lp(X)-norm.

The same results hold for the Riesz means σα,γ
n f .
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To obtain almost everywhere convergence for the summability means, we introduce the maximal operators

σα∗ f := sup
n∈N
|σαn f |, σα,γ

∗ f := sup
n∈N
|σα,γ

n f |.

The following result is due to the author of [77, 79, 80, 87].

Theorem 8.2. Let X= T or X= [0,1) and 0< α≤ 1≤ γ. If

1
α+ 1

< p ≤∞ (21)

and f ∈ Hp(X), then




σα∗ f






Lp(X)
® ‖ f ‖Hp(X). (22)

If f ∈ Lp(X) with 1≤ p ≤∞, then

lim
n→∞

σαn f (x) = f (x) for a.e. x ∈ X. (23)

The same results hold for the Riesz means σα,γ
n f .

The almost everywhere convergence (23) follows from inequality (22) and from a density argument due to Marcinkiewicz
and Zygmund [47]. For trigonometric Fourier series, (23) was first proved by Fejér [16] and Lebesgue [42] with α = 1, by Riesz
[56] for other α’s and, for Walsh-Fourier series, by Fine [17], Schipp [59] and Weisz [78].

For variable Hardy and Hardy-Lorentz spaces, we replace the condition 1/(α+ 1)< p <∞ by 1/(α+ 1)< p− <∞ and we
need an additional condition, too. The proof of the next theorem is very complicated and it is based on the atomic decomposition
Theorems 6.1 and 6.2 and on the boundedness of the Hardy-Littlewood and Doob’s maximal operator, namely, on Theorems 3.2,
3.3 and 4.2 (see [32, 72, 83, 84].

Theorem 8.3. Suppose that 0< α≤ 1≤ γ, p(·) ∈ C log(X), 0< q <∞ and

1
α+ 1

< p− ≤ p+ <∞. (24)

Let X= T. Then




σα∗ f






Lp(·)(X)
® ‖ f ‖Hp(·)(X) ( f ∈ Hp(·)(X))

and




σα∗ f






Lp(·),q(X)
® ‖ f ‖Hp(·),q(X) ( f ∈ Hp(·),q(X)).

If f ∈ Lp(·)(X) (resp. f ∈ Lp(·),q(X)) with p− > 1, then

lim
n→∞

σαn f (x) = f (x) for a.e. x ∈ X

as well as in the Lp(·)(X)-norm (resp. in the Lp(·),q(X)-norm). The almost everywhere convergence holds also if p− = 1. The theorem
holds for q =∞ as well if we change Hp(·),∞(Xd) by Hp(·),∞(Xd). The same results hold for the Riesz means σα,γ

n f .
The same results hold also for Walsh-Fourier series, i.e., for X= [0,1), if we suppose in addition that

1
p−
−

1
p+
< 1. (25)

This theorem obviously generalizes Theorem 8.2 as well as the famous Lebesgue theorem about the almost everywhere
convergence of the Fejér means to the original integrable function which was mentioned in the beginning of Section 8.

Now we give some special cases for (25) to hold. If 1≤ p− <∞, then (25) holds obviously for all p+. Moreover, if p− < 1,
then

1
α+ 1

< p− ⇐⇒
1
α
<

p−
1− p−

<∞

and
1
p−
−

1
p+
< 1 ⇐⇒ p+ <

p−
1− p−

.

Thus if
1

α+ 1
< p− ≤ p+ <

p−
1− p−

,

then (25) holds.
The conditions (24) and (25) are both necessary. If one of the conditions does not hold, then the corresponding theorem is

not true (see [32]). Condition (25) is a very surprising condition because we need it for the Walsh-Fourier series but we do not
need it for the trigonometric Fourier series or for the Fourier transforms (see also the next subsection). Usually the theorems are
very similar for Walsh-Fourier series and for trigonometric Fourier series, there are only a few cases when there are differences in
the corresponding theorems. Though the theorems are similar for the two function systems, the proofs are entirely different
usually.
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8.2 Summability of Fourier transforms

For T > 0, we define the Fejér means of Fourier transforms by

σT f (x) :=

∫ T

−T

�

1−
|t|
T

�

bf (t)e2πıx t d t =
1
T

∫ T

0

st f (x) d t.

We can generalize these means again by the Riesz means

σT f (x) :=

∫ T

−T

�

1−
�

|t|
T

�γ�α

bf (t)e2πıx t d t,

where 0< α <∞, 1≤ γ <∞, while the Cesàro means cannot be defined. The maximal Riesz operator is given by

σα,γ
∗ f := sup

T>0

�

�σ
α,γ
T f

�

� .

The corresponding theorems of the preceding subsection read as follows.

Theorem 8.4. Let 0< α≤ 1≤ γ. If f ∈ Lp(R) for some 1≤ p <∞, then

sup
T>0





σ
α,γ
T f







Lp(R)
® ‖ f ‖Lp(R)

and
lim

T→∞
σ
α,γ
T f = f in the Lp(R)-norm.

The following result was proved in Weisz [79, 81].

Theorem 8.5. Let 0< α≤ 1≤ γ. If (21) holds and f ∈ Hp(R), then




σα,γ
∗ f







Lp(R)
® ‖ f ‖Hp(R).

If f ∈ Lp(R) with 1≤ p <∞, then
lim

T→∞
σ
α,γ
T f (x) = f (x) for a.e. x ∈ R.

The following result generalizes Theorems 8.4 and 8.5 to variable Hardy and Hardy-Lorentz spaces (see [44, 45, 82]). We
point out that we do not need condition (25) in the next theorem. In the proof, we use again the atomic of decomposition
Theorem 6.2 and the boundedness of Theorem 3.2.

Theorem 8.6. If 0< α≤ 1≤ γ, p(·) ∈ C log(R), 0< q <∞ and (24) holds, then




σα,γ
∗ f







Lp(·)(R)
® ‖ f ‖Hp(·)(R) ( f ∈ Hp(·)(R))

and




σα,γ
∗ f







Lp(·),q(R)
® ‖ f ‖Hp(·),q(R) ( f ∈ Hp(·),q(R)).

If f ∈ Lp(·)(R) (resp. f ∈ Lp(·),q(R)) with p− > 1, then

lim
T→∞

σ
α,γ
T f (x) = f (x) for a.e. x ∈ R

as well as in the Lp(·)(R)-norm (resp. in the Lp(·),q(R)-norm). The almost everywhere convergence holds also if p− = 1. The theorem
holds for q =∞ as well if we change Hp(·),∞(Rd) by Hp(·),∞(Rd).
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